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Abstract

Inter-pixel communication and anti-charge sharing (ACS) technologies have been introduced to 

photon counting detector (PCD) systems to address the undesirable charge sharing problem. In 

addition to improving the energy resolution of PCD, ACS may also influence other aspects of PCD 

performance such as detector multiplicity (i.e., the number of pixels triggered by each interacted 

photon) and detective quantum efficiency (DQE). In this work, a theoretical model was developed 

to address how ACS impacts the multiplicity and zero-frequency DQE [DQE(0)] of PCD systems. 

The work focused on cadmium telluride (CdTe)-based PCD that often involves the generation and 

transport of K-fluorescence photons. Under the parallel cascaded systems analysis framework, the 

theory takes both photoelectric and scattering effects into account, and it also considers both the 

reabsorption and escape of photons. In a new theoretical treatment of ACS, it was considered as a 

modified version of the conventional single pixel (i.e., non-ACS) mode, but with reduced charge 

spreading distance and K-fluorescence travel distance. The proposed theoretical model does not 

require prior knowledge of the detailed ACS implementation method for each specific PCD, and 

its parameters can be experimentally determined using a radioisotope without invoking any 

Monte-Carlo simulation. After determining the model parameters, independent validation 

experiments were performed using a diagnostic x-ray tube and four different polychromatic beams 

(from 50 to 120 kVp). Both the theoretical and experimental results demonstrate that ACS 

increased the first and second moments of multiplicity for a majority of the x-ray energy and 

threshold levels tested, except when the threshold level was much lower than the x-ray energy 

level. However, ACS always improved DQE(0) at all energy and threshold levels tested.
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1. Introduction

Advances in single photon counting detector (PCD) technology are opening up opportunities 

to improve the performance of existing x-ray imaging methods (Shikhaliev 2008, Schmidt 

2009, Yu, Leng, Jorgensen, Li, Gutjahr, Chen, Halaweish, Kappler, Yu, Ritman & 

McCollough 2016, Lee et al. 2016, Leng et al. 2016), and enabling new imaging 

technologies and applications, including spectral CT imaging with multiple material bases 

(Shikhaliev & Fritz 2011, Wang et al. 2011, Symons et al. 2017, Yu, Li, Leng & 

McCollough 2016), K-edge imaging (Schlomka et al. 2008, Feuerlein et al. 2008, Roessl et 

al. 2011, Sato et al. 2012, Rink et al. 2013), simultaneous multi-agent imaging (Schlomka et 

al. 2008, Symons et al. 2017), molecular CT with nanoparticle contrast agents and 

personalized medicine (Taguchi & Iwanczyk 2013), energy resolving x-ray phase contrast 

imaging (Pelzer et al. 2013, Thuering et al. 2013, Ge et al. 2016), etc.

However, it is fair to say that the current PCD technology is not flawless and is faced with 

several challenges. For example, charge sharing and pulse pileup may cause false counts and 

distort the energy response of PCD (Wielopolski & Gardner 1976, Johns & Yaffe 1987, 

Barradas & Reis 2006, Chmeissani & Mikulec 2001, Pennicard et al. 2010, Gimenez et al. 

2011a, Taguchi et al. 2010, Taguchi et al. 2011, Taguchi & Iwanczyk 2013, Ballabriga et al. 

2016). The charge sharing effect is usually induced by the lateral spreading of primary and 

secondary quanta in the photoconductor, and can result in two or more neighboring pixels 

being triggered by a single input x-ray photon (Chmeissani & Mikulec 2001, Pennicard et al. 

2010, Gimenez et al. 2011a, Gimenez et al. 2011b, Ballabriga et al. 2016). Charge sharing 

not only distorts the fidelity of the detector’s energy response, but may also introduce 

undesirable spatial and energy correlations in the measured image. In order to mitigate 

charge sharing, the so-called anti-charge sharing (ACS) or anti-coincidence technologies 

have been developed and applied to many state-of-the-art PCD systems (Ballabriga et al. 

2007, Gimenez et al. 2011b, Ballabriga et al. 2013, Koenig et al. 2013, Koenig et al. 2014, 

Hamann et al. 2015, Ballabriga et al. 2016).

The basic idea of ACS is to determine whether there are coincident secondary quanta 

collected in more than one pixel within a local area and assign a count to only the pixel most 

likely struck by an x-ray photon. For example, in the initial version of the Medipix3 PCD, 

ACS was implemented using a readout chip architecture that places a summing node at the 

corner of each pixel (Ballabriga et al. 2007). After the charge summation process, the 

summed charge of this node is then compared with both a predefined charge threshold (in a 

discriminator) and the charges of its neighboring summing nodes (in an arbitration circuit); 

an x-ray photon count can be assigned to the current node only if its summed charge (1) 

exceeds the threshold and (2) wins the arbitration process. Although this ACS architecture 

effectively improves the energy resolution of the PCD (Ballabriga et al. 2007), its 

performance is particularly sensitive to the charge threshold dispersion, as counts could be 

preferentially assigned to nodes with lower threshold values (Gimenez et al. 2011b, 

Pennicard et al. 2011). In a newer version of Medipix3, namely Medipix3RX, the ACS 

architecture was modified to reduce the impact of threshold dispersion to ACS (Ballabriga et 

al. 2013, Koenig et al. 2013, Koenig et al. 2014, Hamann et al. 2015, Ballabriga et al. 2016). 

Description of the Medipix3RX ACS architecture is reviewed later in section 2.7.2. 
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Experimental studies have demonstrated that this newer architecture improves image 

uniformity, since it is more robust against inter-pixel threshold dispersion (Ballabriga et al. 

2013).

Besides the impact to image uniformity and detector energy resolution, ACS could also 

influence other aspects of the PCD performance such as noise power spectrum (NPS), 

modulation transfer function (MTF), and detective quantum efficiency (DQE). (Pennicard et 

al. 2011, Ballabriga et al. 2013, Ullberg et al. 2013, Koenig et al. 2014, Xu et al. 2014, Ji et 

al. 2017). For example, Ballabriga et al. experimentally demonstrated that the mean 

multiplicity (i.e. number of pixels triggered by each interacted photon) of Medipix3RX was 

reduced by ACS at relatively low threshold levels. However, at higher threshold levels, ACS 

led to an opposite effect: the mean multiplicity was actually increased (Ballabriga et al. 

2013). Despite the possible reduction in mean multiplicity, another experimental study found 

that ACS always improves zero-frequency detective quantum efficiency [DQE(0)], and the 

relative improvement factor strongly depends on the x-ray energy and threshold level 

(Koenig et al. 2014).

Given the close relationship between the DQE(0) and radiation dose efficiency of an x-ray 

imaging system, detailed knowledge of how ACS impacts the DQE(0) of a PCD is crucial 

for employing ACS in medical imaging. In addition to extensive experimental 

characterizations, theoretical modeling is another important approach to offering insight into 

this topic. For conventional energy integrating detectors (EIDs), theoretical modeling of 

DQE(0) was performed using cascaded linear system theory. For a PCD, an additional 

model needs to be developed to accommodate nonlinear processes such as energy 

thresholding. Tanguay et al. proposed a DQE model for a PCD using the transfer of 

probability density distribution from one sub-detector stage to another (Tanguay et al. 2013). 

The model was extended to parallel cascaded systems in a later publication (Tanguay et al. 

2015). Both works assumed the absence of the charge diffusion. In another theoretical model 

developed by Xu et al. (Xu et al. 2014), charge sharing was assumed to be solely induced by 

charge diffusion; no K-fluorescence effect was considered as the authors focused on a 

silicon (Si)-based PCD. In that work, the contribution of ACS to detector output was 

incorporated via a relative reduction factor for the likelihood of false counts. Although this 

reduction factor should depend on the number of false counts triggered by each photon, a 

practical approach to determining the corresponding dependence is still lacking, so the 

authors had to empirically choose a constant value for this factor.

The work presented in this paper was driven by the following central question: how to 

incorporate both K-fluorescence and ACS into a theoretical model of a PCD system, so that 

one can gain more insight into the dependence of the PCD DQE(0) on the ACS technology? 

This work focuses on a cadmium telluride (CdTe)-based PCD system due to the prevalence 

of charge sharing and K-fluorescence in this type of detector: both Cd and Te can generate a 

significant amount of K-fluorescence photons with energies high enough to travel out of a 

single detector pixel (Shikhaliev et al. 2009). Different from previous models, this work did 

not introduce any additional signal and noise transfer stage for the ACS process; instead, 

ACS was modeled together with the energy thresholding process as a single stage, and the 

impact of charge summation and reassignment during ACS was quantified by a reduction 
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factor for the K-fluorescence travel distance and charge cloud radius in CdTe. With this new 

treatment of the ACS process, the impact of ACS to an arbitrary level of multiplicity was 

modeled as a function of x-ray energy and threshold level, and the DQE(0) of a PCD under 

either monoenergetic or polychromatic radiation was also theoretically derived. Another 

contribution of this work was the development of an experimental methodology to determine 

the ACS-related reduction factor for a given PCD system. Once the parameter was 

determined using a quasi-monoenergetic γ-ray source (Am-241, 59.5 keV), independent 

experimental validation of the theoretical model was performed using polychromatic x-rays 

(rotating-anode diagnostic x-ray tube, potentials ranging from 50 to 120 kVp).

2. Theoretical model

For a given x-ray detector system, its zero-frequency DQE characterizes how much the 

average detector output fluctuates compared with the input Poisson process. Its general 

formula is given by

DQE =
SNRout

2

SNRin
2 . (1)

For the particular case of a pixelated photon counting detector, equation (1) is reduced to the 

following form (Michel et al. 2006):

DQE = εm2

m2 , (2)

where ε denotes the x-ray absorption efficiency of the photoconductive layer of the PCD, 

and m denotes the so-called multiplicity of the PCD (Michel et al. 2006, Koenig et al. 2014), 

which quantifies the number of PCD pixels triggered a single interacted photon.

The modeling of ε is relatively straightforward as shown later in section 2.1. In order to 

pinpoint the impact of ACS on DQE in Eq. (2), the theoretical modeling in this paper 

focuses on connecting multiplicity m with ACS and other PCD system parameters. Towards 

this goal, cascaded systems analysis of CdTe-based PCD was performed.

In a typical cascaded systems analysis, an imaging system is decomposed into different sub-

imaging stages; the transfer of signal or noise is traced through these sub-stages, so that the 

signal or noise properties of the final image can be quantitatively (or qualitatively) related to 

the input and parameters of the imaging system (Rabbani et al. 1987, Cunningham et al. 

1994, Yao & Cunningham 2001, Siewerdsen et al. 1997, Bissonnette et al. 1997, Siewerdsen 

et al. 1998, Drake et al. 2000, Zhao et al. 2001, Ganguly et al. 2003, Vedantham et al. 2004, 

Richard & Siewerdsen 2008, Marchal 2010, Tward & Siewerdsen 2008, Tward & 

Siewerdsen 2009, Gang et al. 2011, Prakash et al. 2011, Li et al. 2013, Gang et al. 2014, 

Tanguay et al. 2013, Xu et al. 2014, Tanguay et al. 2015, Li & Chen 2016). In this work, 
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cascaded systems analysis was used to establish the needed quantitative relationship between 

the DQE(0) of a CdTe-based PCD system and parameters such as energy threshold, ACS, 

and material properties of CdTe. Based on the physical properties of the CdTe material 

(Iwanczyk et al. 1979, Owens & Peacock 2004, Thompson et al. 2001, Knoll 2010, Russo & 

Del Guerra 2014) summarized in table 1, x-ray-CdTe interactions often result in K-

fluorescence emissions with considerable energies (> 25 keV), which naturally calls for the 

use of parallel cascades (Cunningham 1998, Zhao et al. 2001, Yao & Cunningham 2001, 

Ganguly et al. 2003, Vedantham et al. 2004, Tanguay et al. 2013, Tanguay et al. 2015), in 

addition to serial cascades (Cunningham et al. 1994).

2.1. Stage 1: Interaction of individual x-ray photon with CdTe

When an x-ray photon strikes the detector, it may either interact with the CdTe layer, or pass 

through the layer without interaction. The probability of interaction is essentially the x-ray 

absorption efficiency ε in equation (2). For a given x-ray energy E, ε is related to the x-ray 

attenuation coefficient (μ) and thickness (D) of CdTe by

ε(E) = 1 − exp [ − μ(E)D] . (3)

where E denotes x-ray energy.

2.2. Stage 2: Generation of secondary quanta

For an x-ray photon hitting the detector at location (xi, yi), it can deposit energy via two 

major gateways, one starts with photoelectric effect (PE), while the other one starts with x-

ray scattering and eventually involves PE, as shown in figure 1.

For photons interacting with CdTe through the PE without scattering, the transfer of photon 

energy can be divided into three parallel paths a, b, and c (figure 2). Detailed description of 

the parallel cascade can be found in (Zhao et al. 2001), therefore only a brief summary is 

provided here. For path a, no K-fluorescence is generated, and the energy (denoted as E) of 

the x-ray photon is locally deposited and converted into electron-hole pairs. For path b, a K-

fluorescence photon is generated by the x-ray-CdTe interaction, and the K-fluorescence 

photon could travel a certain distance to another location [denoted as (xi + ΔxK, yi + ΔyK)] 

before being reabsorbed by the CdTe layer. The initial interaction is denoted as path b1 while 

the K-fluorescence reabsorption is denoted as path b2. For path c, a K-fluorescence photon is 

generated, but ultimately escapes from the CdTe layer, carrying away a fraction of the input 

photon energy.

Given the condition that the x-ray photon is absorbed through the PE, the probability for 

each of the first three paths (a, b, c) is:

pa = 1 − ωξ; (4)
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pb = ωξRK; (5)

pc = ωξ(1 − RK), (6)

where ξ denotes the fraction of K-shell interaction in each photoelectric event, ω denotes the 

K-fluorescence yield, and RK is the probability of the K-fluorescence reabsorption, which is 

related to the incident photon energy and the materiel thickness (Zhao et al. 2001, Sultana et 

al. 2009). The mean number of electron-hole pairs generated through each path is given by

q2
a = E

W ; (7)

q2
b1 =

E − Ek
W , q2

b2 =
Ek
W ; (8)

q2
c =

E − Ek
W . (9)

Here W is the mean energy needed to generate an electron-hole pair. For other processes that 

start with x-ray scattering, either coherently (Rayleigh) or incoherently (Compton), the 

scattered photon may eventually be reabsorbed by CdTe and deposit energy. With the energy 

range of diagnostic x-rays, the scattering cross-section for x-ray scattering contributes less 

than 10% of the total cross-section; the likelihood for cascaded multi-scattering is even 

smaller (<1%). Therefore, this work only considered single scattering, followed by either an 

escape or a photoelectric absorption of the scattered photon.

Unlike Rayleigh scattering that does not deposit energy at the scattering site, Compton 

scattering could deposit a small fraction of energy, denoted as Erecoil, locally to a charged 

particle. However, even for a 100 keV x-ray photon, the average value of Erecoil is only 14 

keV, which is often below the lowest energy threshold level of the PCD. Therefore, even for 

Compton scattering, locally deposited energy is ignored, and this work only considered 

energy deposited remotely via reabsorption of the scattered x-ray photon. On average, the 

energy of the scattered photon is:

Es =
σR
σs

E +
σC
σs

(E − Erecoil), (10)
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where σR and σC are the cross-sections of Rayleigh and Compton scattering respectively, 

and σs is the total cross-section for x-ray scattering. After scattering, the scattered photon 

could follow any of the three paths (a, b, c), or it could escape from the CdTe layer. A term 

Rs is used to denote the mean likelihood for the scattered photon to be reabsorbed.

For a given path, the variance of q2 is related to q̄2 and the Fano factor (Fano 1947) of CdTe 

by

σq2
2 = Fq2 . (11)

Although a single interacted photon follows only one path, the final model of the DQE(0) 

needs to take all possible paths in figure 1 into account. From Stage 3 to Stage 8, each path 

is discussed separately, and later in section 2.8, the joint contribution of all parallel paths to 

the DQE(0) is presented.

2.3. Stage 3: Spatial spreading of secondary quanta

After being generated at a location of (x0, y0) in the 2D detector plane, the secondary quanta 

(electrons and holes) will be driven toward the electrode by an applied external electric field. 

Based on the mobility and life time of electrons and holes in CdTe (table 1), hole transport 

contributes little to the measured detector signal if the pitch of the positive electrode array is 

much smaller than the thickness of photoconductive layer (Barrett et al. 1995). For the PCD 

used in this work, the electrode pitch (0.1 mm) is only 5% of the CdTe thickness (2 mm). 

Therefore, the following analysis focuses only on the transport and collection of electrons.

Due to the Coulomb force and other physical mechanisms, electrons may also diffuse 

laterally while drifting towards the electrode. In literature, the lateral spreading of electrons 

was empirically modeled as a normal distribution function (Xu et al. 2014), which provides 

the probability for an electron to travel from (x0, y0) to (x, y) as

p3(x, y ∣ x0, y0) = 1
2πre

2 exp −
(x − x0)2 + (y − y0)2

2re
2 . (12)

Here re characterizes the mean radius of the charge cloud.

For path a and c, (x0, y0) is the same as the initial x-ray-CdTe interaction location (xi, yi). 

Taking path a as an example, the expected number of quanta in a small area of (Δa) centred 

at (x, y) is given by

q3
a(x, y ∣ xi, yi) = q2

ap3(x, y ∣ xi, yi)Δa . (13)
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The variance of q3
a is related to the variance of q2

a by

σ
q3
a

2 (x, y ∣ xi, yi) = [p3(x, y ∣ xi, yi)Δa]2σ
q2
a

2

= [p3(x, y ∣ xi, yi)Δa]2Fq2
a

= Fq3
a(x, y ∣ xi, yi)p3(x, y ∣ xi, yi)Δa .

(14)

For path b, q̄3(x, y|xi, yi) is jointly determined by the two sub-paths (b1 and b2) by

q3
b(x, y ∣ xi, yi)ΔxK, ΔyK

= [q2
b1p3(x, y ∣ xi, yi) + q2

b2p3(x, y ∣ xi + ΔxK, yi + ΔyK)]Δa . (15)

The variance of q3
b is given by

σ
q3
b

2 (x, y ∣ xi, yi) = [p3(x, y ∣ xi, yi)Δa]2σ
q2
b1

2 + [p3(x, y ∣ xi + ΔxK, yi + ΔyK)Δa]2σ
q2
b2

2

= F [p3(x, y ∣ xi, yi)]
2q2

b1 + [p3(x, y ∣ xi + ΔxK, yi + ΔyK)]2q2
b1 (Δa)2 .

(16)

Section 2.8 will present how to incorporate the stochastic nature of (ΔxK, ΔyK) into the 

theoretical model.

For paths starting with an x-ray scattering, the corresponding formulas for q̄3 and σq3
2  are 

similar to those of the PE-only processes, except that one should use scattered photon energy 

Es instead of E. As shown in Appendix C, for the specific purpose of DQE modeling, it is 

unnecessary to replace (xi, yi) by the actual reabsorption position of the scattered photon 

when implementing equation (12).

2.4. Stage 4: Collection of secondary quanta

Among all secondary quanta generated in Stage 2, only a fraction will eventually be 

collected by the electrodes, while the remaining will be lost due to mechanisms such as 

space charge buildup and acceptor capturing. The loss of secondary quanta during the 

collection process can be considered as a binomial selection process, which has a expected 

gain value of ḡ4 and variance of σg4
2 = g4(1 − g4). Within an area of Δa centred at (x, y), the 

expected number of collected secondary quanta is given by
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q4(x, y ∣ xi, yi) = q3(x, y ∣ xi, yi) g4 . (17)

Based on the noise transfer properties of stochastic gain process (Shockley & Pierce 1938, 

Mandel 1959, Zweig 1965, Jone 1959), the variance of q4 is given by

σq4
2 (x, y ∣ xi, yi) = g4

2σq3
2 (x, y ∣ xi, yi) + q3(x, y ∣ xi, yi)σg4

2 . (18)

Equations (17) and (18) are applicable to all parallel paths.

2.5. Stage 5: Integration of secondary quanta by pixel electrode

For a detector pixel centred at (x, y) in the electrode plane, it would integrate those electrons 

collected within its l × l pixel electrode, namely:

q5(x, y ∣ xi, yi) = ∫
x − l/2

x + l/2∫
y − l/2

y + l/2 q4(x′, y′ ∣ xi, yi)
Δa dx′dy′ . (19)

For a given photon interaction, q4 collected at different (x, y) location are fully correlated. 

As a result, the noise standard deviation (note: not noise variance) of q5 and q4 are related by

σq5
(x, y ∣ xi, yi) = ∫

x − l/2

x + l/2∫
y − l/2

y + l/2 σq4
(x′, y′ ∣ xi, yi)

Δa dx′dy′ . (20)

2.6. Stage 6: Additive noise from readout electronics

This stage models the additive noise from charge sensitive amplifiers, pulse shaper, and 

other components in the charge readout circuit. For a given pixel, the total (expected) 

number of electrons after this stage is

q6(x, y ∣ xi, yi) = q5(x, y ∣ xi, yi) + e, (21)

and the total noise variance after this stage is

σq6
2 (x, y ∣ xi, yi) = σq5

2 (x, y ∣ xi, yi) + σe
2, (22)
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where ē in eq. (21) and σe
2 in eq. (22) denote, respectively, the mean and variance of the 

number of electrons introduced by the readout electronics.

2.7. Stage 7: Anti-charge sharing and energy thresholding

2.7.1. Single pixel mode—For a photon counting pixel detector without ACS (or with 

ACS disabled), the detection mode is often referred to as single pixel mode, and the 

following operations are performed independently for different detector pixels: First, the 

output signal of Stage 6 is fed to a discriminator and compared with a voltage offset, whose 

value is usually determined to a global threshold level specified by the user. With proper 

energy calibration, this global threshold may appear as an energy threshold to the user. In 

passing this global threshold to individual pixels, the voltage offset received by each 

discriminator often experiences certain inter-pixel random variations due to mismatch in the 

transistors of different pixels, leading to the so-called threshold dispersion effect (Ballabriga 

et al. 2007, Gimenez et al. 2011b, Pennicard et al. 2011). A proper threshold equalization 

process can be used to mitigate threshold dispersion, and improved designs of PCD readout 

chips have also reduced the influence of threshold dispersion, particularly for the ACS mode 

(Pennicard et al. 2011, Ballabriga et al. 2013). In this work, threshold dispersion is not 

included in the theoretical model, but it could be an additional factor that may impact DQE.

Mathematically, the output of Stage 7 for the single pixel mode is given by

q7(qt, x, y ∣ xi, yi) =
1, if q6(x, y ∣ xi, yi) ≥ qt;
0, if q6(x, y ∣ xi, yi) < qt,

(23) (24)

where qt is the amount of charge that corresponds to the voltage threshold applied to the 

discriminator. Thresholding is essentially a binomial selection process with the following 

expected outcome

q7(qt, x, y ∣ xi, yi) = Pr [q6(x, y ∣ xi, yi) ≥ qt]

= ∫
qt

+∞
Pr (q6 = q′, x, y ∣ xi, yi) dq′ .

(25)

Pr(q6 = q′; x, y|xi, yi) is the probability of collecting q′ electrons at (x, y) from an x-ray 

photon hitting the detector surface at (xi, yi). When q̄6 is large enough, Pr(q6 = q′; x, y|xi, yi) 

can be approximated by the following normal distribution function
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Pr (q6 = q′, x, y ∣ xi, yi) = 1
2πσq6

(x, y ∣ xi, yi)
exp −

[q′ − q6(x, y ∣ xi, yi)]
2

2σq6
2 (x, y ∣ xi, yi)

. (26)

By combining equation (26) and (25), q̄7(qt, x, y|xi, yi) is given as

q7(qt, x, y ∣ xi, yi) = 1
2 1 + erf

q6(x, y ∣ xi, yi) − qt
2σq6

(x, y ∣ xi, yi)
, (27)

where erf(·) denotes the error function. For each of the parallel paths, Appendix A provides 

additional derivations that quantitatively relate q̄7 with detector parameters such as the 

charge cloud radius (re) and the mean K-fluorescence path length (Δ ̄xK, Δ̄yK).

2.7.2. Anti-charge sharing mode—Unlike the single pixel mode, the ACS mode 

involves inter-pixel communication. Taking the architecture of Medipix3RX as an example 

(figure 3): The charge deposited in a pixel is first compared with a pixel-level threshold qt in 

a discriminator. The output of this discriminator feeds to a network of arbitration circuits 

that determine whether the current pixel has the largest charge deposition compared to its 

neighbors (Ballabriga et al. 2013). In parallel to the process, the summing nodes located at 

the corners between pixels integrate the charge in clusters of 2 × 2 pixels. The summed 

charge of each node is then compared to a node-level threshold qt′ in another discriminator. If 

(1) charge deposited in a pixel exceeds qt, and (2) is the highest with respect to its neighbors, 

and (3) at least one adjacent adding node exceeds qt′, a count is assigned to this pixel. qt is 

usually set to be small enough (e.g., 1/4 of the minimal x-ray energy), so that even with 

charge sharing, charge deposited in individual pixels could exceed this threshold (Pennicard 

et al. 2011). In this architecture, the pixel charge governs the “arbitration” process, while the 

summing node dominates the energy thresholding process.

To model the impact of ACS to DQE, in principle one needs to know not only the 

probability density function (PDF) of q6 ≥ qt, but also other information: the output (voltage 

and duration) of each discriminator; the PDF of winning the arbitration process; the PDF for 

the shared charge being collected in the neighboring 2×2 pixels; the PDF for the summed 

charge to exceed qt′. Additionally, one needs to know the implementation method of ACS, 

which may vary across PCD models and manufacturers.

This work took a different approach: Rather than modeling each of these PDFs based on a 
priori knowledge of the ACS architecture, the ACS mode was treated as a modified single 

pixel mode. No matter what intermediate operations are performed during ACS, its outcome 

is either one or zero count for a given pixel. The major difference between ACS and single 

pixel mode is that the charge sharing effect is less pronounced. For single pixel mode, the 

severity of charge sharing is primarily determined by two parameters: effective charge 
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spreading radius (denoted as re), and mean K-fluorescence path length (denoted as Δ ̄
K). In 

ACS, reallocating shared charge back to a single pixel has similar effect as reducing re and 

Δ̄
K as follows

ΔK
acs = κΔK; (28)

re
acs = κ re, (29)

where κ denotes the percent distance reduction factor induced by ACS. The use of κ enables 

the ACS mode to be approximated by the single pixel mode: derivation of q̄7 for the ACS 

mode is the same as that of the single pixel mode, except that Δk
acs and re

acs replace Δ̄
K and re 

(as detailed in Appendix A). Section 3.2 describes how to determine κ for a given PCD 

system without prior knowledge of the detailed ACS implementation method.

2.8. Summary: multiplicity and DQE(0) of PCD

According to equation (2), the DQE(0) of a PCD system is directly related to m̄ and m2. 

Based on the model of q̄7 presented in the previous sections, both m̄ and m2 can be 

analytically derived (Appendix B). For the first three paths (a, b, c), the first moment of 

multiplicity is related to q̄7 by

m j(qt, E) = 1
l2∫−∞

∞∫
−∞

∞
q7

j(qt, xi, yi ∣ 0, 0, E)dxidyi . (30)

The second moment of multiplicity is given by

m2
j(qt, E) = 1

l2∫−∞

∞∫
−∞

∞
q7

j(qt, xi, yi ∣ 0, 0, E)dxidyi

− 1
l2∫−∞

∞∫
−∞

∞
(q7

j)2(qt, xi, yi ∣ 0, 0, E)dxidyi

+ 1
l2∫−l/2

l/2∫
−l/2

l/2
∑
u, v

q7
j(qt, ul − xi, vl − yi ∣ 0, 0, E)

2
dxidyi .

(31)

In equations (30)–(31), superscript j denotes one of the three paths (a, b, c), and the 

dependence of q̄7 on x-ray energy E is explicitly indicated.
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If we exclude scattering and only consider the photoelectric effect (PE), m̄ and m2 need to 

take all three paths (a, b, c) into account:

mPE(qt, E) = ∑
j

p j m j(qt, E); (32)

mPE
2 (qt, E) = ∑

j
p j m2

j(qt, E) . (33)

For processes that start with x-ray scattering but eventually end with photoelectric 

absorption of the scattered photon, Appendix C shows that the corresponding m̄ and m2 is 

given by

ms(qt, E) = mPE(qt, Es); (34)

ms
2(qt, E) = m2

PE(qt, Es), (35)

where Es denotes the mean energy of the scattered photon [equation (10)].

When all photoelectric and scattering process are combined,

m(qt, E) =
σPE
σtotal

mPE(qt, E) +
σs

σtotal
Rs ms(qt, E); (36)

m2(qt, E) =
σPE
σtotal

m2
PE(qt, E) +

σs
σtotal

Rs m2
s(qt, E), (37)

where σPE and σtotal denote the photoelectric and total x-ray interaction cross-section of 

CdTe, respectively. In equation (37), the reasorption fraction of the scattered photon Rs is 

used here to exclude scattered photons that escape from CdTe.

In the case of polychromatic radiation, the DQE of a PCD is related to m̄(qt, E) and m2(qt, E)

by (Appendix D)
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DQE(qt) = ∫ Ω(E)ε(E)dE
∫ Ω(E)m2(qt, E)dE

∫ Ω(E)m2(qt, E)dE
, (38)

where Ω(E) denotes normalized x-ray spectrum.

3. Experimental material and methods

3.1. Experimental PCD system

An experimental CdTe-based PCD system (Model XC-FLITE X1, Xcounter AB, Sweden) 

was used in this work. Major parameters of this experimental PCD system are listed in table 

2. Calibration of the energy threshold of this PCD system was performed within the range of 

[17, 80] keV using the method reported in (Ge et al. 2018). Beyond 80 keV, the 

correspondence between the actual x-ray energy and the detector threshold significantly 

deviates from that of the calibrated range and became increasingly nonlinear. Therefore, no 

experiment was performed with energy threshold above 80 keV.

3.2. Determination of model parameters

Among all parameters involved in the theoretical model, most of their values can be found in 

published literature (Redus et al. 2009, Sultana et al. 2009, Knoll 2010, Matz & Weidner 

1998, Veale et al. 2014, Iwanczyk et al. 2009, Xu et al. 2014). For parameters that are 

directly related to the material properties of CdTe (e.g., ω and ξ), their values can be found 

in table 1. With regard to the average number of electrons added by readout electronics (ē), 

its impact to q̄6 has been compensated through the threshold calibration process. Therefore, 

its value was set to zero. The electronic noise σe was determined based on a published 

reference (Iwanczyk et al. 2009). The effective path length of K-fluorescence photon (Δ ̄
K) 

was calculated analytically using the method described in Appendix A. The value of 

parameter RK (likelihood of K-fluorescence reabsorption) was numerically calculated based 

on the method described in (Sultana et al. 2009). The value of parameter Rs (likelihood to 

reabsorb scattered photon) was numerically calculated based on the method described in (Xu 

et al. 2014). Table 2 lists the estimated values of several other parameters. Figure 4 plots RK 

and Rs versus x-ray energy E.

The two remaining parameters are the charge spreading radius re used in equation (12), and 

ACS-induced distance reduction factor κ used in equations (28)–(29). re is strongly 

influenced by the voltage applied across the CdTe layer, while the value of κ is related to the 

ACS architecture. However, this information is not provided by the PCD manufacturer. 

Therefore, the following experimental method was developed to estimate re and κ:

An americium (Am)-241 radioisotope was used as the photon source of the PCD. Activity 

and half-life of this radioisotope were 10 μCi and 432 years, respectively. When this 

radioisotope was placed directly at the detector surface during the experiment, the input 

photon flux was approximately 1 × 104 mm−2s−1. The input and output count rate of the 

PCD is related by (Knoll 2010)
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nout
nin

≈ 1 − ninτ . (39)

where n̄in and n̄out are the input and output count rate per pixel respectively, and τ is the 

detector dead time. As shown in table 2, the PCD used in this work has a dead time smaller 

than 1 μs for both ACS and single pixel mode. As a result, count rate loss associated with the 

finite detector dead time, namely the likelihood of pulse pileup, is

1 −
nout
nin

≈ ninτ

= (1 × 104 × l2) × τ

< 1 × 10−4 .

(40)

Therefore, the Am-241 source led to negligible pulse pileup for the PCD system used in this 

work.

During the radioisotope-based experiments, the energy threshold of the PCD was adjusted 

from 22 to 60 keV with a uniform step size of 1.4 keV. Since the lowest threshold (22 keV) 

was well above the energy level of the 14 keV γ rays emitted from Am-241, the PCD 

primarily captured other γ rays peaked at 59.5 keV. This information (E = 59.5 keV) was 

utilized as one of the input parameters in determining re and κ. At this energy level, the x-

ray absorption efficiency ε of 2 mm CdTe is approximately 1 (>0.999). Therefore, the term ε 
in the DQE(0) formula in equation (2) was not considered when implementing the 

theoretical model.

At each threshold level, 1000 images were recorded using the single pixel mode. From these 

1000 images, 100 images were randomly selected, and m̄ and m2 were measured using the 

method described in (Michel et al. 2006). The method basically traces how many “count 

clusters” (figure 5) were recorded in the PCD images. Non-zero pixels separated by greater 

than 250 μm were considered to originate from different input photons, since 250 μm is 

much greater than the mean travel distance of K-fluorescence photons listed in table 2. For 

each cluster, the number of non-zero pixels forming the cluster was recorded and denoted as 

mi, from which the first and second moment of multiplicity were calculated as

m = 1
Nint

∑
i = 1

Nc
mi; (41)

and
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m2 = 1
Nint

∑
i = 1

Nc
mi

2, (42)

respectively. Here Nint denotes the total number of photon interactions, and Nc denotes the 

number of clusters. At each threshold level, Nc was determined by counting the number of 

pixel clusters as shown in figure 5. In comparison, Nint was fixed across different threshold 

levels; its value was estimated based on the number of clusters measured at the lowest 

threshold (22 keV) and with ACS. Under this condition, a 59.5 keV photon was assumed to 

trigger at least one pixel. With the measured m̄ and m2, the experimental DQE(0) was 

obtained based on equation (2). The measurement process was repeated 10 times, each 

processing 100 randomly selected images. The error bars of the measured m̄, m2, and 

DQE(0) were determined by calculating the standard deviations across the 10 repeated 

measurements.

Additionally, the theoretical models of m̄, m2, and DQE(0) were implemented based on the 

procedure described in section 3.3, except that re was kept as an adjustable parameter. The 

theoretical and experimental m̄, m2, and DQE(0) were compared at all threshold levels; the 

value of re was determined by minimizing the sum of squared errors.

After determining the value of re under the single pixel mode, the experiments were repeated 

under the ACS mode, and the theoretical model was re-implemented with κ as the only 

adjustable parameter. The experimental and theoretical DQE(0) values were compared, and 

the value of κ was determined by minimizing the summation of squared errors across all 

thresholds.

3.3. Numerical implementation of the theoretical model

To be more specific about the numerical implementation method of the theoretical model, a 

step-by-step guide is provided as follows

i. For a given x-ray energy E, calculate ε based on equation (3) and thickness (D) 

of CdTe.

ii. Based on E, W and equations (7)–(9), calculate q2̄.

iii. Divide each l×l detector pixel into 100×100 sub-pixels to get Δa, then calculate 

q̄3(x, y|0, 0) and σq3
2 (x, y ∣ 0, 0) using q̄2, Δa and equations (12)–(16). Use (0, 0) 

for (xi, yi).

iv. From q3̄(x, y|0, 0) and σq3
2 (x, y ∣ 0, 0), calculate σq4

2 (x, y ∣ , 0, 0) using equation (18).

v. Calculate σq5 (x, y, 0, 0) based on σq4 (x, y|0, 0) and equation (20), where the 

integration was implemented as summation (over the 100 × 100 sub-pixels).
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vi. Calculate q̄6(x, y|0, 0) and σq6
2 (x, y ∣ 0, 0) from σq5

2 (x, y ∣ 0, 0) and σ6 using 

equations (21)–(22).

vii. Based on the charge cloud radius re, implement function G(x, y|0, 0)re defined in 

Appendix A.

viii. Calculate q6
j(x, y ∣ 0, 0) from G(x, y|0, 0)re (j = a, b, c):

• Equation (A.1) for path a and c;

• Equation (A.3) for path b.

ix. Use equation (27) to calculate q7
j(qt, x, y ∣ 0, 0) from q6

j(x, y ∣ 0, 0), σ
q6

j
2 (x, y ∣ 0, 0), 

and qt.

x. Calculate m̄j(qt, E) and m2
j(qt, E) from q7

j(qt, x, y ∣ 0, 0, E) using equations (30)–

(31).

xi. Calculate p2
j  for the three parallel paths using equations (4)–(6).

xii. Calculate m̄PE(qt, E) and m2
PE(qt, E) from q7

j(qt, x, y ∣ 0, 0, E) and p2
j using 

equations (32)–(33).

xiii. Repeat Steps (ii)–(xii), except replace E by the scattered photon energy Es to 

obtain ms(qt, E) and ms
2(qt, E).

xiv. Calculate m̄(qt, E) and m2(qt, E) based on equations (36)–(37).

xv. For polychromatic radiation, repeat Steps (i)–(xiv) for different E levels, then 

calculate the DQE(0) based on equation (38) and the x-ray spectrum.

3.4. Validation of the theoretical model

To validate the theoretical model, experiments that were independent from those in section 

3.2 were performed. A rotating-anode diagnostic x-ray tube (G-1592 with B- 180H housing, 

Varian Medical Systems, Inc. Salt Lake City, UT) served as the x-ray source of the PCD. 

The tube was powered by a 80 kW high frequency generator (Indico 100, CPI Inc., 

Georgetown, Ontario, Canada), and it was operated at four tube potentials ranging from 50 

to 120 kV. Each polychromatic beam was collimated to a 3×3 cm2 area (measured at the 

detector surface) to reduce scattering by air. External filtration and mean beam energies, as 

well as tube current and energy thresholds used for each beam, are listed in table 3. Based on 

the entrance flux rate listed in table 3 and equation (39), the pulse pileup effect was found to 

be negligible. For each beam, and at each energy threshold level, 1000 images were 

recorded, and the DQE(0) was experimentally measured using the method reported in 

(Michel et al. 2006). This method has been briefly described in section 3.2.
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The experimental m̄, m2 and DQE(0) were compared with those provided by the theoretical 

model. In the following Results section, the error of the theoretical model (theoretical - 

experimental) was provided for every beam and threshold level tested to facilitate readers in 

evaluating both the global and local accuracy of the model.

4. Results

4.1. Parameters of the theoretical model

Experimental results measured with the Am-241 radioisotope are shown in figure 6. Values 

of the two model parameters (re and κ) were determined from these radioisotope-based 

results (table 4). Once these two parameters were determined, they were fixed for all other 

experimental studies.

4.2. Validation of the theoretical model

The experimental m̄, m2, and DQE(0) measured with the four polychromatic x-ray beams are 

shown in figures 7–10. The corresponding theoretical values and errors are also shown in 

these figures. With the exception of the 50 kVp beam, ACS decreased the mean value of 

multiplicity (m̄) at relatively small threshold levels, since shared charge could easily 

generate detector counts at low threshold under the single pixel mode, and the use of ACS 

reassigned these shared charges to a central pixel thus reducing multiplicity. At larger 

threshold levels, it became increasing difficult for any of the shared charge to generate 

detector counts under the single pixel mode, and the use of ACS summed those shared 

charges together and made the generation of each count easier. For the low energy 50 kVp 

beam, due to the relatively low energy of input photon, it is difficult for the shared charge to 

generate counts in the single pixel mode even at the lowest threshold, therefore ACS always 

increases m̄.

Unlike m̄, intuitive understanding of the dependence of m2 on threshold and beam energy is 

more difficult to obtain, and this is where one may find the proposed theoretical model 

useful. As shown in figures 7–10, implementation of the model provided m2 values that are 

representative of the dependence of m2 on energy threshold and ACS: except the 50 kVp 

beam, the ACS decreased m2 at low threshold and increased m2 at higher thresholds. For the 

50 kVp beam, ACS almost always increased m2. Theoretical m2 has the best agreement with 

the experimental value at thresholds above 35 keV; at lower thresholds, the theory tends to 

overestimate m2. For both ACS and single pixel modes, the overall trends of the theoretical 

and experimental m2-threshold curves are matched.

Figures 7–10 also show that the DQE(0) of the PCD is always improved by ACS at the 

tested threshold levels and beam conditions. The largest improvement came at certain 

intermediate threshold levels (e.g., 40 keV for the 50 kVp beam; 60 keV for the 120 kVp 

beam). At very low threshold levels such as 20 keV, the difference in the DQE(0) between 

the ACS and single pixel mode became smaller. For 90% of the DQE(0) data points in 

figures 7–10, the errors of the theoretical model were within ±0.05. The largest absolute 
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error was 0.09, corresponding to the DQE(0) for the 70 kVp beam with 31 keV threshold 

and ACS. Compared with the other three beams, the 120 kVp beam led to the highest global 

error for the theoretical results. For this beam, the theory overestimated the DQE(0) of the 

single pixel mode by approximately 0.05 (range: [0.01, 0.08]).

5. Discussion

In this work, a new theoretical approach was developed to incorporate ACS into the 

cascaded systems analysis framework for photon counting detectors. By introducing an 

effective reduction factor (κ) for the charge cloud radius and K-fluorescence travel distance, 

the ACS architecture, which often involves multi-level discriminators, charge summation 

circuitry, and arbitration circuitry, can be treated as a modified version of the conventional 

single pixel mode that has a reduced charge sharing problem. This new treatment of ACS 

allows the multiplicity and DQE(0) of a PCD to be theoretically modeled without 

introducing additional probability density functions to count for the complex sub-processes 

in ACS.

For most theoretical detector models, determination of model parameters is a challenging 

task. As another major contribution, this work presents a methodology on how to determine 

parameters of the proposed model, without the need to perform Monte- Carlo simulations 

and prior knowledge of the detailed ACS implementation method. All parameters involved 

in the proposed method were categorized into three groups: (1) parameters (such as those 

related to the CdTe material properties) that can be directly determined based on published 

values; (2) parameters (such as the K-fluorescence reabsorption fraction) that can be 

analytically calculated based on published methods; (3) the remaining two parameters re and 

κ. Using a quasi-monoenergetic γ-ray source (Am-241), the DQE(0) was experimentally 

measured at different threshold levels under the single pixel mode, and the value of re was 

estimated based on the difference between the theoretical and experimental DQE(0). Once re 

was determined, ACS was turned on and κ was estimated using a similar method.

Validation of the theoretical model was performed under different experimental conditions: 

First, the photon source used in validation experiments is independent from the γ-ray 

source. A rotating-anode diagnostic tube that generates polychromatic x-rays was used as 

the photon source for the validation experiments. For a given tube potential, the x-ray beam 

was composed of photons with a range of energies. Second, four different tube potentials 

were used for the validation experiments, covering a wide range of x-ray energies up to 120 

keV.

As shown by both the theoretical and experimental results, the impact of ACS to multiplicity 

depends on x-ray energy and detector threshold level. When a low threshold is applied to a 

relatively high energy beam, ACS tends to decrease both the first and second moments of 

multiplicity. For other cases, ACS increases the first and second moments of multiplicity. 

Meanwhile, as correctly predicted by the theoretical model, ACS always increases DQE(0), 

even under the condition of low threshold combined with high x-ray energy: in this case, 

although ACS decreased m̄, it also reduced m2 by a larger fraction, leading to a higher 

DQE(0) according to equation (2).
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Despite the capability of the presented theory in modeling the dependence of multiplicity 

and DQE(0) on ACS, this work contains the following limitations. First, the models of 

certain intermediate imaging stages are empirical. For example, lateral spreading of 

electrons in Stage 3 was modeled using a normal distribution function, and the probability 

distribution function of q6 was also assumed to be normally distributed. Accuracy of the 

model may be compromised if the actual physical process significantly deviates from these 

empirical models. In that case, more realistic models need to be investigated. Second, pulse 

pileup is not included in the theoretical model. The current model is not directly applicable 

to cases that require relatively high photon flux. In fact, for the PCD system used in this 

work, pulse pileup was negligible (<1%) up until 2×106 photons/[mm2s]. For certain clinical 

CT imaging applications, the required flux may exceed this level, and the theoretical model 

needs to be modified to take pulse pileup into account. Third, this work does not cover many 

other aspects of the PCD performance that can be influenced by ACS. For example, inter-

pixel communications involved in the ACS process may increase the detector dead time and 

reduce the maximum count rate of the PCD system (Ullberg et al. 2013), leading to pileup 

effects at lower photon fluxes. As shown in table 2, for the PCD system used in this work, 

the dead time was increased from 140 ns under single pixel mode, to 550 ns under ACS 

mode. It is important to recognize the impacts of ACS to detector dead time, particularly for 

applications requiring high photon flux. As another example, by correctly re-assigning 

shared charge to a single primary pixel, ACS could improve the accuracy of the detected 

photon energy (Ballabriga et al. 2007). Similarly, ACS may also improve the spatial 

resolution of the PCD by reducing shared charge, particularly when the input x-ray energy is 

much higher than the energy threshold: in this case, shared charge often contributes to 

detector count in the single pixel mode (Ullberg et al. 2013), and the use of ACS can reduce 

the number of detector pixels incorrectly triggered by a single input photon, therefore 

reducing the spatial spreading of input signal. When the threshold is high enough compared 

to the x-ray energy so that shared charge is unlikely to generate false detector count, ACS 

may degrade MTF (Koenig et al. 2014). The complex dependence of spatial resolution on 

ACS warrants further theoretical modeling, which is a subject of our future work. Other 

PCD properties not covered by the theoretical analysis in this work include frequency-

dependent DQE, noise power spectrum, etc. The use of the ACS mode should take these 

properties and the nature of the imaging task into account, rather than solely DQE(0)-based. 

Finally, the accuracy of the theoretical DQE(0) under low threshold and high x-ray energy 

(e.g., >100 keV) conditions needs to be further improved. Lack of considerations of 

threshold dispersion and the stochastic nature of the photon interaction depth may contribute 

to the error of the model. The energy dependence of the charge cloud radius (Donmez et al. 

2005) was not considered when implementing the model, which could also degrade the 

accuracy of the theoretical value. Energy of the recoil electron from Compton scattering was 

assumed to be smaller than the energy threshold. However, its contribution to multiplicity 

may no longer be zero at higher x-ray energies.

6. Conclusions

To help understand the impact of ACS to the multiplicity and DQE(0) of CdTe-based PCD 

system, a theoretical model was developed. Unlike previously reported models, this model 
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does not require prior knowledge of the specific implementation method for ACS, and does 

not need Monte-Carlo simulations to determine model parameters. It also does not invoke 

extensive use of the probability density function to model intermediate operations in ACS 

such as charge summation and arbitration. Experimental validation studies showed that the 

model can predict the threshold-dependence of multiplicity and DQE(0) for polychromatic 

x-rays.
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Appendix A: Derivation of q̄7 for photoelectric-only process

Taking path a as an example: For an input photon interaction at location (xi, yi), the 

following expression provides the expected number of electrons collected within a pixel 

centered at (x, y)

q6
a(x, y ∣ xi, yi)re

= q2
ag4G(x, y ∣ xi, yi)re

+ e, (A.1)

where function G(x, y|xi, yi) has the following analytical form:

G(x, y ∣ xi, yi)re
= 1

4 erf
x + l/2 − xi

2re
− erf

x − l/2 − xi
2re

× erf
y + l/2 − yi

2re
− erf

y − l/2 − yi
2re

.

(A.2)

Equation (A.2) was derived by integrating q̄4 within the l × l pixel area as in equation (19), 

with the assumption that the spatial spreading of q̄4 in the xy plane follows the normal 

distribution [as shown in equation (12)]. By combining equation (A.1) with equations (25) 

and (26), q7
a(qt, x, y ∣ xi, yi)re

 can be calculated.

The derivation of q7
c is similar to that of q7

a, except that q2
c should replace q2

a in equation (A.

1).

For path b, due to K-fluorescence reabsorption, there is an additional term in the expression 

of q̄6,

q6
b(x, y ∣ xi, yi)ΔxK, ΔyK, re

= g4 q2
b1G(x, y ∣ xi, yi)re

+ q2
b2G(x, y ∣ xi + ΔxK, yi + ΔyK)

re
+ e,

(A.3)
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where ΔxK and ΔyK denote the travel distance of the K-fluorescence photon along the x and 

y axis, respectively. Accordingly, The corresponding q7
b is denoted as 

q7
b(x, y ∣ xi, yi)ΔxK, ΔyK, re

. Due to the stochastic nature of ΔxK and ΔyK, the following 

averaging process needs to be performed to get the mean value of q7
b(x, y ∣ xi, yi)

q7
b(qt, x, y ∣ xi, yi) = ∬

ΔxK, ΔyK

q7
b(qt, x, y ∣ xi, yi)ΔxK, ΔyK, re

Pr(ΔxK, ΔyK)dΔxKdΔyK, (A.4)

where Pr(ΔxK,ΔyK) is the probability for the K-fluorescence to travel (ΔxK,ΔyK) from its 

origin (xi, yi). Based on the first mean value theorem for definite integrals, there exist a pair 

of Δ̄
x, Δ̄

y, such that

∬
ΔxK, ΔyK

q7
b(qt, x, y ∣ xi, yi)ΔxK, ΔyK, re

Pr(ΔxK, ΔyK)dΔxKdΔyK

= q7
b(qt, x, y ∣ xi, yi)ΔxK, ΔyK, re

∬ Pr (ΔxK, ΔyK)dΔxKdΔyK

= q7
b(qt, x, y ∣ xi, yi)ΔxK, ΔyK, re

.

(A.5)

In equation (A.5), Δ̄x and Δ̄
y can be considered as the effective path lengths of the K-

fluorescence photon along the x and y axis, respectively.

In a three-dimensional (3D) layer of CdTe, the mean travel distance of K-fluorescence 

photons (denoted as ΔK
3D) can be estimated using the inverse of x-ray linear attenuation 

coefficient μ. When projecting ΔK
3D onto the 2D xy plane, the average value (denoted as Δ̄

K) 

is given by

ΔK = 1
4π∫0

2π
dϕ∫

0

π
( sin θΔK

3D) sin θdθ = π
4μ . (A.6)

The mean value of Δ̄K, when it is projected onto the x axis, is given by

ΔxK = 1
2π∫0

2π
∣ ΔK cos ϕ ∣ dϕ = 2

π ΔK . (A.7)
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The value of Δ̄yK is the same as Δ̄xK. By putting Δ̄xK and Δ̄yK back to equations (A.4)–(A.

5), q̄7 of path b can be calculated. Since x ray-CdTe interactions can generate four major 

types of K-fluorescence photons (Kα of Cd, Kβ of Cd, Kα of Te, Kβ of Te), the calculation 

q ̄7 was performed separately for each type of K-fluorescence based on the four ΔK̄ values 

listed in table 2, then the average q̄7 was calculated according to their relative likelihoods 

listed in table 1.

Appendix B: Derivation of m̄ and m2¯ for photoelectric-only paths

For an interacted photon going through a given path (a, b, c) of a PE-only process, it can 

generate either one or zero count at a detector pixel (u, v), where (u, v) denotes the index of 

the pixel centered at (x = ul, y = vl). For this pixel, the likelihood of registering 1 count is

p(qu, v = 1) = q7(qt, ul, vl ∣ xi, yi, E), (B.1)

and the likelihood for this pixel to registering 0 count is

p(qu, v = 0) = 1 − q7(qt, ul, vl ∣ xi, yi, E) . (B.2)

Based on equations (B.1)–(B.2), for a given set of (qt, xi, yi, E) and a given path, the 

expected output of pixel (u, v) is

qu, v = q7(qt, ul, vl ∣ xi, yi, E); (B.3)

qu, v
2 = q7(qt, ul, vl ∣ xi, yi, E) . (B.4)

By definition, the detector multiplicity for a given set of (qt, xi, yi, E) and a given path is

m(xi, yi) = ∑
u, v

qu, v . (B.5)

Based on equation (B.3), its first moment is given by
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m(xi, yi) = ∑
u, v

qu, v

= ∑
u, v

qu, v

= ∑
u, v

q7(qt, ul, vl ∣ xi, yi, E) .

(B.6)

Similarly, the second moment of m is given by

m2(xi, yi) = ∑
u, v

qu, v

2

= ∑
u, v

qu, v
2 + ∑

(u, v) ≠ (u′, v′)
qu, vqu′, v′

(B.7)

= ∑
u, v

qu, v
2 + ∑

(u, v) ≠ (u′, v′)
qu, vqu′, v′ (B.8)

= ∑
u, v

qu, v
2 − ∑

u, v
(qu, v)

2 + ∑
u, v

(qu, v)
2 + ∑

(u, v) ≠ (u′, v′)
qu, vqu′, v′

= ∑
u, v

qu, v
2 − ∑

u, v
(qu, v)

2 + ∑
u, v

qu, v

2

= ∑
u, v

q7(qt, ul, vl ∣ xi, yi, E) − ∑
u, v

[q7(qt, ul, vl ∣ xi, yi, E)]2

+ ∑
u, v

q7(qt, ul, vl ∣ xi, yi, E)
2

.

(B.9)

In deriving the intermediate step (B.8) from (B.7), the property of qu, vqu′, v′ ≈ qu, vqu′, v′ was 

used based on very weak noise correlation found in CdTe-based PCD (Ullberg et al. 2013).

Equations (B.6) and (B.9) provide formulas of m̄ and m2 for a given interaction position (xi, 
yi). The next step is to take the corresponding average over all the possible input position, 

namely

m = ∬ Pr (xi, yi) m(xi, yi) dxidyi, (B.10)
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where Pr(xi, yi) is the probability density distribution for the input photon location. When 

the pixel size is much smaller than the total detector area, m̄(xi, yi) can be considered as a 

2D periodic function with a period of l along the x and y direction. As long as the input 

photon beam is uniform within a pixel area, Pr(xi, yi) = 1/l2, and equation (B.10) becomes

m = 1
l2∫−l/2

l/2∫
−l/2

l/2
∑
u, v

q7(qt, ul, vl ∣ xi, yi, E)dxidyi

= 1
l2

∑
u, v

∫
−l/2

l/2∫
−l/2

l/2
q7(qt, ul − xi, vl − yi ∣ 0, 0, E)dxidyi

(B.11)

= 1
l2

∑
u, v

∫
ul − l/2

ul + l/2∫
vl − l/2

vl + l/2
q7(qt, xi′, yi′ ∣ 0, 0, E)dxi′dyi′ (B.12)

= 1
l2∫−∞

∞∫
−∞

∞
q7(qt, xi, yi ∣ 0, 0, E)dxidyi, (B.13)

where the derivation from (B.11) to (B.12) assumed shift invariance of q̄7.

Similarly, m2 is given by

m2 = 1
l2∫−∞

∞∫
−∞

∞
q7(qt, xi, yi ∣ 0, 0, E)dxidyi

− 1
l2∫−∞

∞∫
−∞

∞
[q7(qt, xi, yi ∣ 0, 0, E)]2dxidyi

+ 1
l2∫−l/2

l/2∫
−l/2

l/2
∑
u, v

q7(qt, ul − xi, vl − yi ∣ 0, 0, E)
2
dxidyi .

(B.14)

The formulas of m̄ and m2 derived in Appendix B are applicable to each of the three paths (a, 
b, c). The joint contribution of the three paths to multiplicity is provided in equations (32)–

(33) in section 2.8.

Appendix C: Derivation of m̄ and m2¯ for paths starting with scattering

For the specific purpose of multiplicity modeling, a process starting with x-ray scattering 

can be considered as a modified photoelectric process, in which the input x-ray energy is 

reduced from E to Es. Once scattered, the photon could interact again with CdTe through any 

of the three paths (a, b, c). For a given threshold qt and scattered photon with energy Es, to 
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derive the m̄ and m2 of scattering-initiated process, one needs to take the average over the 

input position (xi, yi), then combine the expected multiplicity of the three photoelectric-only 

processes, and finally take the average over the traveling distance of the scattered photon 

(Δxs,Δys):

ms = ∬ dΔxsdΔysPr(Δxs, Δys)∑
j

p j∬ dxidyiPr(xi, yi)m j(xi + Δxs, yi + Δys), (C.1)

where j ∈ [a, b, c] denotes the index of the three photoelectric-only paths, Pr(Δxs,Δys) is the 

probability distribution for the scattered photon to travel by (Δxs,Δys). The integral over (xi, 
yi) given by

∑
j

p j∬ Pr (xi, yi)m j(xi + Δxs, yi + Δys)dxidyi

= ∑
j

p j × 1
l2∫−l/2

l/2∫
−l/2

l/2
m j(xi + Δxs, yi + Δys)dxidyi

= ∑
j

p j × 1
l2∫−l/2 + Δxs

l/2 + Δxs∫
−l/2 + Δys

l/2 + Δys
m j(xi′, yi′)dxi′dyi′

(C.2)

= ∑
j

p j × 1
l2∫−l/2

l/2∫
−l/2

l/2
m j(xi′, yi′)dxi′dyi′ (C.3)

= ∑
j

p jm j, (C.4)

where m̄j is calculated using equation (B.13), with the exception that Es replaces E. In 

deriving (C.3) from (C.2), the periodic property of m̄s was utilized. As shown in equation (C.

4), the result of the integral over (xi, yi) actually has no dependence on (Δxs,Δys). Therefore, 

equation (C.1) can be simplified to

ms(E) = ∑
j

p jm j(Es)∬ Pr (Δxs, Δys)dΔxsdΔys

= ∑
j

p jm j(Es)

= mPE(Es) .

(C.5)
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Therefore, for a given detector threshold level qt, the mean multiplicity of photons scattered 

by CdTe is equal to that of photons with initial energy Es going through the PE-only 

processes.

Using similar analysis, it can be shown that, for a given qt level,

ms
2(E) = mPE

2 (Es) . (C.6)

Appendix D: DQE(0) of PCD with polychromatic radiation

For a given interacted photon and a given PCD threshold level (qt), a detector count could be 

registered in one or multiple pixels; in cases such as the escape of the incoherently scattered 

photon, or if photon energy E is well below qt, there could also be no pixel responding to a 

photon interaction. The multiplicity m defines the number of pixels registering counts from a 

single interacted photon, and its first moment is given by

m = ∑
m = 0

+ ∞
m Pr (m) . (D.1)

For a polychromatic beam, the input photons may have different energies. As shown in this 

paper, the probability of getting m counts from an input photon, namely Pr(m), depends on 

the x-ray energy E. In this case, the probability density function of photon energy needs to 

be considered

m = ∑
m = 0

+ ∞
mPr(m)

= ∫
0

Emax
dE ∑

m = 0

+ ∞
mPr(m ∣ E)Pr(E)

= ∫
0

Emax
dE Pr (E) ∑

m = 0

+ ∞
mPr(m ∣ E)

(D.2)

= ∫
0

Emax
dEΩ(E) ∑

m = 0

+ ∞
mPr(m ∣ E) . (D.3)
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= ∫
0

Emax
dE Ω(E) m(E), (D.4)

where

m(E) = ∑
m = 0

+ ∞
mPr(m ∣ E) (D.5)

is given in equation (36). From equation (D.2) to (D.3), the convention of using the symbol 

Ω(E) to denote Pr(E), namely the x-ray spectrum, was employed.

Similarly, for a given qt level, m2 is given by

m2 = ∑
m = 0

+ ∞
m2Pr(m)

= ∫
0

Emax
dE ∑

m = 0

+ ∞
m2Pr(m ∣ E)Pr(E)

= ∫
0

Emax
dE Pr (E) ∑

m = 0

+ ∞
m2Pr(m ∣ E)

(D.6)

= ∫
0

Emax
dE Ω(E) m2(E), (D.7)

where

m2(E) = ∑
m = 0

+ ∞
m2Pr(m ∣ E) (D.8)

is given in equation (37).

With polychromatic radiation, the term ε in the DQE(0) formula in equation (2) is given by
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ε = ∫
0

Emax
dE Ω(E) ε(E) . (D.9)

Based on equations (D.4), (D.7), and (D.9), the general PCD DQE(0) formula in equation 

(2) can be expressed in terms of Ω(E), m̄(E), and m2(E) as

DQE = ∫ Ω(E)ε(E)dE ∫ Ω(E)m2(E)dE

∫ Ω(E)m2(E)dE
, (D.10)

for a given threshold (qt) level.
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Figure 1. 
Summary of parallel cascades that lead to electron-hole pairs after x ray- CdTe interaction.
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Figure 2. 
The three paths to generate electron-hole pairs after photoelectric effect.
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Figure 3. 
Comparison of the single pixel mode and anti-charge sharing mode.
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Figure 4. 
Calculated reabsorption probability of the K-fluorescence and scattered photons at different 

x-ray energy levels.
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Figure 5. 
An example 120 × 120 region-of-interest in an image recorded during the radioisotope-based 

experiments. Black dots indicate triggered pixels, and dashed circles indicate pixel clusters.
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Figure 6. 

m̄, m2 and DQE(0) measured with the Am-241 isotope. Discrete data points with error-bars 

represent experimental data (black: with ACS; gray: without ACS), and they were used to 

determine the values of re and κ listed in table 4. The corresponding theoretical results are 

shown as solid (with ACS) and dashed line (without ACS).
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Figure 7. 

Experimental m̄, m2 and DQE(0) measured with the 50 kVp polychromatic beam. Solid and 

dashed line represent theoretical values with and without ACS, respectively. Discrete data 

points with errorbars represent experimental data.
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Figure 8. 

Experimental and theoretical m̄, m2 and DQE(0) for the 70 kVp polychromatic beam.
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Figure 9. 

Experimental and theoretical m̄, m2 and DQE(0) for the 90 kVp polychromatic beam.

Ji et al. Page 42

Phys Med Biol. Author manuscript; available in PMC 2019 May 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 10. 

Experimental and theoretical m̄, m2 and DQE(0) for the 120 kVp polychromatic beam.
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Table 1

Physical properties of CdTe. For comparison, properties of silicon (Si) are also listed. (PE: photoelectric 

effect)

Photoconductor Si CdTe

Effective atomic number (Z) 14 50

Mass density [g/cm3] 2.33 5.85

Bandgap (eV) 1.12 1.44

Electron-hole pair creation energy [eV] 3.62 4.43

Electron mobility [cm2/(V·s)] 1400 1100

Hole mobility [cm2/(V·s)] 480 100

Electron life time [s] >10−3 3 × 10−6

Hole life time [s] 2 × 10−3 2 × 10−6

K-edge energy [keV] 1.84 26.7 (Cd); 31.8 (Te)

K-shell contribution to PE (ξ) 0.90 0.85

K-fluorescence yield (ω) 0.04 0.84 (Cd); 0.88 (Te)

Kα fluorescence energy [keV] 1.7 23.2 (Cd); 27.2 (Te)

Kβ fluorescence energy [keV] 1.8 26.1 (Cd); 31.0 (Te)

Probability of Kα production 0.99 0.84 (Cd); 0.83 (Te)

Probability of Kβ production 0.01 0.16 (Cd); 0.17 (Te)

Fano factor (F) 0.1 0.1
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Table 2

Parameters of the experimental PCD system

Conversion type Direct

Conversion material CdTe

Dead time, single pixel mode (ns) 140

Dead time, ACS mode, (ns) 550

CdTe thickness D (mm) 2

CdTe area (cm×cm) 15.5 × 1.3

Max. coverage (cm×cm) 15.5 × 13.5

Pixel size l (μm) 100

Max. frame rate (fps) 1000

Readout chip CMOS

Bit depth 12

Fill factor 100%

Charge collection efficiency ḡ4 0.95

Electronic noise σe (electrons) 1080

Δ̄K (Kα of Cd, in μm) 88

Δ̄K (Kβ of Cd, in μm) 122

Δ̄K (Kα of Te, in μm) 45

Δ̄K (Kβ of Te, in μm) 64
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Table 3

Parameters of the four polychromatic x-ray beams used in the experimental validation study.

kVp 50 70 90 120

Added filtration (mm Cu) 2 4 4 4

Tube current (mA) 15 15 10 2

Mean energy (keV) 45 63 76 93

X-ray flux at detector surface (mm−2s−1) 10 8.6 × 103 7.3 × 104 9.3 × 104

Detector readout time per image (μs) 5000 5 1 1

Lowest energy threshold (keV) 17 17 17 18

Highest energy threshold (keV) 50 70 80 80

Threshold step (keV) 2.8 3.5 2.1 4.1

Phys Med Biol. Author manuscript; available in PMC 2019 May 01.



A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

Ji et al. Page 47

Table 4

Values of charge cloud radius (re) and ACS distance reduction factor (κ) determined from the Am-241-based 

experiments.

Charge cloud radius (μm) 13

ACS distance reduction factor κ 0.4
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