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Abstract

Successful diagnosis and management of neurological dysfunction relies on proper communication between the neurologist and
the primary physician (or other specialists). Because this communication is documented within medical records, the ability to
automatically infer the clinical correlations for a patient from his or her medical records would provide an important step towards
enabling health care systems to automatically identify patients requiring additional follow-up as well as flagging any unexpected
clinical correlations for review. In this paper, we present a Deep Section Recovery Model (DSRM) which applies deep neural
learning on a large body of EEG reports in order to infer the expected clinical correlations for a patient from the information in a
given EEG report by (1) automatically extracting word- and report- level features from the report and (2) inferring the most likely
clinical correlations and expressing those clinical correlations in natural language. We evaluated the performance of the DSRM
by removing the clinical correlation sections from EEG reports and measuring how well the model could recover that information
from the remainder of the report. The DSRM obtained a 17% improvement over the top-performing baseline, highlighting not
only the power of the DSRM but also the promise of automatically recognizing unexpected clinical correlations in the future.

Introduction

Diagnosing and managing neurological dysfunction often hinges on successful communication between the neurologist performing
a diagnostic test (such an Electroencephalogram or EEG), and the primary physician or other specialists. In 2005, Glick et al.1

studied malpractice claims against neurologists and found that 71% of the claims arose from “an evident failure of communication
by the neurologist” and that the majority of the claims resulted from deficient communication between the neurologist and
the primary physician or other specialists. In addition, Glick et al. found that 62.5% of claims included diagnostic errors
and that 41.7% involved errors in “ordering, interpreting, and reporting of diagnostic imaging, follow-through and reporting
mechanisms.” It is expected that these types of errors could be reduced, and communication could be improved by developing
tools capable of automatically analyzing medical reports2. Moreover, a recent Institute of Medicine Report3 advocated the need
for decision-support tools operating on electronic health records for primary care and emergency room providers to manage
referral steps for further evaluation and care of persons with epilepsy. Specifically, the ability to automatically extract and analyze
the clinical correlations between any findings documented in a neurological report and the over-all clinical picture of the patient,
could enable future automatic systems to identify patients requiring additional follow-up by the primary physician, neurologist, or
specialist. Furthermore, systems capable of automatic analysis of the clinical correlations documented in a large number of reports
could ultimately provide a foundation for automatically identifying reports with incorrect, unusual, or poorly-communicated
clinical correlations mitigating misdiagnoses and improving patient care2. It should be noted, however, that automatically
identifying incorrect, unusual, or poorly-communicated clinical correlations has two critical requirements: (1) inferring what
the expected clinical correlations would be for the patient and (2) quantifying the degree of disagreement or contradiction between
the clinical correlations documented in a report and the expected clinical correlations for the patient. In this initial study, we
focus on the first requirement by considering the clinical correlation sections documented in EEG reports.

The role of the clinical correlation section is not only to describe the relationships between findings in the EEG report and the
patient’s clinical picture, but to also explain and justify the relationships so as to convince any interested health care professionals.
Consequently, the clinical correlation section of an EEG report is expressed through natural language, meaning that the clinical cor-
relations documented in the clinical correlation section are qualified and contextualized through all the subtlety and nuance enabled
by natural language expression4. For this reason, while it might appear sufficient to simply extract individual findings or medical
concepts from the clinical correlation section, describing and justifying the clinical correlations requires producing coherent natural
language2. This requirement makes inferring the expected clinical correlation section from an EEG report a challenging problem
because it requires not only identifying the correct clinical correlations, but also expressing those correlations through natural
language which is by the content of the EEG report as well as the neurologist’s medical knowledge and accumulated experience.

In this paper, we present a novel Deep Section Recovery Model (DSRM) which applies deep neural learning on a large body of EEG
reports in order to infer the expected clinical correlations for a patient based solely on the natural language content in his or her EEG
report. The DSRM was trained and evaluated using the Temple University Hospital (TUH) EEG Corpus5 by (a) identifying and
removing the clinical correlation section written by the neurologist and (b) training the DSRM to infer the entire clinical correlation
section from the remainder of the report. At a high level, the DSRM can be viewed as operating through two general steps:
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Step 1: word- and report- level features are automatically extracted from each EEG report to capture contextual, semantic, and
background knowledge; and

Step 2: the most likely clinical correlation section is jointly (a) inferred and (b) expressed through automatically generated
natural language.

Our experimental results against a number of competitive baseline models indicate the generative power of the DSRM, as well
as the promise of automatically recognizing unusual, incorrect, or incomplete clinical correlations in the future. It should be noted
that although we evaluated the DSRM by recovering the clinical correlation sections from EEG reports, the model automatically
extracts its own features based on the words in a given report and (clinical correlation) section. Consequently, we believe the
DSRM could be easily adapted to not only process addition types of medical reports, but to also to infer and generate medical
language for other purposes, e.g., generating explanations for CDS systems, providing automated second opinions, and assessing
and tracking documentation quality.

Background

The Deep Section Recovery Model (DSRM) presented in this paper was originally envisioned as part of a larger project to
design an automatic patient cohort retrieval system (operating on natural language) for EEG reports6. This system assigns
different weights or importance to each section in an EEG report, with the clinical correlation section being the most important.
Unfortunately, we found that as many as 1 in 10 EEG reports were missing a clinical correlation section. In previous work7, we
designed a binary classification model for automatically inferring the over-all impression (normal or abnormal) for an EEG report.
This model was extended and adapted to produce natural language, forming the basis for the DSRM presented in this paper.
As a natural language generator, the DSRM incorporates advances from Natural Language Generation, Machine Translation,
and Automatic Summarization. We briefly review each of these topics below.

Natural Language Generation. Natural language generation (NLG) is an area of study on how automatic systems can produce
high-quality natural language text from an internal representation8. Traditionally, NLG systems rely on a pipeline of sub-modules
including content selection – determining which information the model should generate – and surface realization – determining
how the model should express the information in natural language. These systems typically require supervision at each individual
stage and cannot scale to large domains9. In health care, NLG has traditionally focused on surface realization through a number
of applications2, including generating explanations10, advice11 or critiques12 in expert systems, as well as generating explanatory
material for patients13. These systems largely rely on templates and rule-based mechanisms for producing natural language
content. By contrast, the DSRM jointly performs content selection (via latent feature extraction) and surface realization (using
a deep neural language model) without requiring predefined rules or templates.

Machine Translation. Perhaps the most ubiquitous application of NLG, machine translation has been an active area of research
for the last 50 years14. While the earliest systems were largely rule-based, statistical machine translation (SMT) systems have
become the focus of the field. Statistical machine translation systems typically rely on gold-standard word or sentence alignments
between parallel texts in a source and target language and use machine learning to train models which can automatically translate
between them15. More recently, the advent of deep learning has enabled the design of systems which jointly learn to align and
translate16. The canonical work by Bahdanau et al. (2015)16 introduces the notion of neural attention, which allows the model
to learn how words in the target language should be aligned to words in the source language without supervision. The DSRM
extends this idea by incorporating an attention layer to learn the association between words in the clinical correlation section
and those in the rest of the report.

Automatic Summarization. Automatic summarization systems can be typically divided into two categories: extractive summa-
rization systems, which aim to select individual words or sentence from a document and “stitch” them together to form a summary17,
and abstractive summarization systems which consider structural and/or semantic information to produce a summary that can con-
taining words not mentioned in the document. It has been shown18 that extractive summarization may not be sufficient for health
care needs; rather, abstract summarization efforts should be preferred. Fortunately, as with SMT, advances in deep learning have
allowed allowed summarization systems to learn an internal or embedded representation of a document which can be used as the
basis for NLG17 using so-called Sequence-to-Sequence19 models. Consequently, the DSRM model adapts the notion of abstractive
summarization and combines and extends Sequence-to-Sequence models with the attention mechanisms used by SMT systems.

Data

The experiments reported in this paper use the Temple University Hospital (TUH) EEG Corpus5 with a standard 3:1:1 split for
training, validation, and testing sets. The TUH EEG Corpus is the largest publicly available collection of EEG reports and the first
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Table 1: Examples of EEG Report sections from the TUH EEG Corpus (each section was taken from a different EEG report).

CLINICAL HISTORY: An elderly woman with change in mental status, waxing and waning mental status, COPD, morbid obesity, and markedly abnormal
EEG. Digital EEG was done on XXXX XX, XXXX.

INTRODUCTION: The EEG was performed using the standard 10/20 electrode placement system with an EKG electrode and anterior temporal electrodes.
The EEG was recorded during wakefulness and photic stimulation, as well as hyperventilation, activation procedures were performed.

MEDICATIONS: Keppra, Aricept, Senna, Aricept, ASA, famotidine

DESCRIPTION: In wakefulness , the background EEG is very low voltage , relatively featureless with some 10 Hz activity in the background and a posterior
dominant rhythm , which may be estimated at 7 Hz . The patient seems to have very brief lapses into sleep with diffuse 10 to 13 Hz activity and then
spontaneous arousals. This pattern is a beta spindle and then an arousal can be identified throughout the record. Later portions of the record seem to
demonstrate more sustained sleep, but with ongoing eye movements. HR: 66 BPM.

IMPRESSION: Abnormal EEG due to:
1. Slow and disorganized background.
2. Left occipital sharp waves, at times becoming somewhat periodic in sleep.
3. Some additional epileptiform discharges with more of a mid to posterior temporal localization.

CLINICAL CORRELATION: This tracing raises the possibility of a mechanism for seizures outside of the area of the abscess described above. The
photoparoxysmal response is unusual and may be accentuated by the previous surgery in the posterior brain regions.

publicly released collection which includes both the raw EEG signal data as well as the EEG report associated with each EEG
session. The EEG reports were authored according to The American Clinical Neurophysiology Society (ACNS) guidelines20

for writing an EEG report which stipulate that all EEG reports should contain (a) an introduction, (b) a description of the EEG
recording, and (c) an interpretation regarding the normality or abnormality of findings as well as a correlation to the patient’s overall
clinical picture. In the TUH EEG Corpus, the introduction was typically divided into three sections: (1) the CLINICAL HISTORY
section indicating the age and gender of the patient as well as a brief history of any medical conditions which may affect the
EEG recording; (2) the MEDICATIONS section which consists of a comma-separated list of any medications the patient is regularly
taking that could influence the EEG recording; and (3) the INTRODUCTION section itself which describes the setting of the EEG,
the configuration of electrodes, the patient’s state of consciousness, whether the patient had been fasting, and any other pertinent
information about the EEG setting. The description of the EEG recording was represented by the DESCRIPTION section which
provides a “complete and objective”20 list of any notable findings including details about all waveforms in the record as well as
a description of the patient’s background electro-cerebral activity. The neurologist’s interpretation was documented in two sections
in the TUH EEG Corpus: (1) the IMPRESSION section in which the neurologist documents whether the EEG recording indicates
normal or abnormal brain activity as well as – particularly in the cast of abnormal brain activity – a list of the most important
findings that lead to this conclusion; and (2) the CLINICAL CORRELATION section in which the neurologist ties the findings in
the report to the over-all clinical picture of the patient. Table 1 provides an example of each section from the TUH EEG Corpus.

𝑺

𝑹 Extractor 𝒉𝟏, 𝒉𝟐, ⋯ , 𝒉𝑵
𝒆

Generator 𝑺′

EEG Report

Clinical Correlation 
Section

Extracted Feature Vectors

Deep Section Recovery Model

(only while training)

Figure 1: Simplified Architecture of the Deep Section Recovery Model (DSRM).

Inferring the Clinical Correlation Section

When writing the clinical correlation section of an EEG report, the neurologist considers the information described in the previous
sections, such as relevant clinical history or notable epileptiform activities, as well as their accumulated medical knowledge
and experience with interpreting EEGs. This type of background knowledge is difficult to capture with hand-crafted features
because it is rarely explicitly stated; rather, it is implied through the subtlety, context, and nuance afforded the neurologist by
natural language. Consequently, to approach this problem, we present a deep neural network architecture which we refer to
as the Deep Section Recovery Model (DSRM). Illustrated in Figure 1, the DSRM consists of two major components:

• the Extractor which learns how to automatically extract (a) feature vectors representing contextual and background
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knowledge associated with each word in a given EEG report as well as (b) a feature vector encoding semantic, background,
and domain knowledge about the entire report; and
• the Generator which learns how to use the feature vectors extracted by the Extractor to produce the most likely clinical

correlation section for the given report while also considering the semantics of the natural language it is generating.

In order to train and evaluate the DSRM, we identified all EEG reports in the TUH EEG Corpus which contained a CLINICAL
CORRELATION section and removed that section from the report. The model was trained to recover the missing clinical correlation
section in the training set and evaluated based on the clinical correlation sections it inferred for reports in the test set. In the
remainder of this section, we describe (1) the natural language pre-processing steps applied to the data, (2) the mathematical
problem formulation, (3) the Extractor, (4) the Generator, (5) how the parameters of the model are learned from the training
set, and (6) how the learned parameters are used to infer the most likely clinical correlation section for a (new) EEG report.

Natural Language Pre-processing

Before applying the Deep Section Recovery Model, we pre-processed each EEG report with three basic natural language
processing steps: (1) sentence boundaries were identified using the OpenNLP∗ sentence splitter; (2) word boundaries were
detected using the GENIA21 tokenizer, and (3) section boundaries were identified using a simple regular expression search for
capitalized characters ending in a colon. These three pre-processing steps allowed us to represent each section of an EEG report
as a sequence of words in which the symbols 〈s〉 and 〈/s〉 were used to indicate the start and end of each sentence, 〈p〉 and 〈/p〉
were used to indicate the start and end of each section, and 〈d〉 and 〈/d〉 were used to indicate the start and end of each report.

Problem Formulation

In order to formally define the problem, it is necessary to first define the vocabulary as the set of all words observed at least once
in any section (including the clinical correlation section) of any EEG report in the training set. Let V indicate the size or number
of words in the vocabulary. This allows us to represent an EEG report as sequence of V -length one-hot vectors corresponding to
each word in the report, i.e.,R∈{0,1}N×V whereN is the length or number of words in the report. Likewise, we also represent
a clinical correlation section as a sequence of V -length one-hot vectors; in this case, S∈{0,1}M×V whereM is the number
of words in the clinical correlation section. The goal of the Deep Section Recovery Model is to infer the most likely clinical
correlation section for a given EEG report. Let θ be the learn-able parameters of the model. Training the model equates to finding
the values of θ which assign the highest probabilities to the gold-standard (neurologist-written) clinical correlation sections for
each EEG report in the training set; formally:

θ=argmax
θ′

Pr(S|R;θ′) (1)

We decompose the probability of a particular clinical correlation section being produced for a given EEG report (i.e., correctly
identifying and describing the clinical correlations in the report) into two factors:

Pr(S|R;θ)≈

Extractor︷ ︸︸ ︷
Pr(e,h1,···,hN |R;θ)·

Generator︷ ︸︸ ︷
Pr(S|e,h1,···,hN ;θ) (2)

where the the first factor is implemented by the Extractor and the second factor is implemented by the Generator.

The Extractor

The language in the clinical correlation section is intended to relate findings and observations described in the previous sections
of the record to the over-all clinical picture of the patient. Consequently, in order to automatically produce the clinical corre-
lation section, the goal of the Extractor is to automatically (1) identify important neurological findings and observations (e.g.,
“background slowing”), (2) identify descriptions of the patient’s clinical picture (e.g., “previous seizure”), and (3) determine
the inferred relationship(s) between each finding and the clinical picture as described by the EEG report or implied by medical
knowledge and experience (e.g., “observed epileptiform activity is consistent with head trauma”). It should be noted that the
length and content of each EEG report varies significantly throughout the collection, both in terms of the sections included in
each report as well as the content in each section. Moreover, when producing an EEG report, each neurologist writes in a different
style, ranging between terse 12-word sections to 600-word sections organized into multiple paragraphs. Consequently, the role
∗https://opennlp.apache.org/
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of the Extractor is to overcome these barriers and extract meaningful feature vectors which characterize semantic, contextual, and
domain knowledge. To address these requirements, we implemented the Extractor using the deep neural architecture illustrated
in Figure 2. The Encoder relies on five neural layers to produce feature vectors for each word in the report (h1,···,hN ) as well
as a feature vector characterizing the entire report (e):

c c 𝒉𝑵

𝒇𝟏 𝒇𝟐

c c 𝒉𝟓

c c 𝒉𝟒

c c 𝒉𝟑

c c 𝒉𝟐

c c 𝒉𝟏

𝒃𝟏 𝒃𝟐

⋮ ⋮

⋮⋮
⋮⋮

𝒆

(bidirectional)
RNN1
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RNN2

E𝑹𝑵</d>
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GRU (backward) c Concatenation E Embedding

E𝑹𝟓HISTORY

E𝑹𝟒CLINICAL

E𝑹𝟑<s>

E𝑹𝟐<p>

E𝑹𝟏<d>

Key:

Figure 2: Detailed Architecture of the Extractor.

• Layer 1: Embedding. The role of the embedding layer is
to embed each word in the EEG reportRi (represented as
a V -length 1-hot vector) into aK-length continuous vector
r
(1)
i (where K � V ). This is accomplished by using a

fully connected linear projection layer, r(1)i =RiWe+be,
where

(
We∈RV×K,be∈RV x1

)
∈ θ correspond to the

vocabulary projection matrix and bias vector learned by the
Extractor.

• Layer 2: Bidirectional Recurrent Neural Network.
Layer 2 implements a bidirectional recurrent neural network
(RNN) using two parallel RNNs trained on the same inputs:
(1) a forward RNN which processes words in the EEG re-
port in left-to-right order and (2) a backward RNN which
processes words in the EEG report in right-to-left order. This
allows the forward RNN to extract features capturing any
short- or long-range contextual information about each word
in R provided by any preceding words in the EEG report
(e.g. that “slowing” is negated in “no background slowing”).
Likewise, the backward RNN extracts features capturing any
short- or long-range contextual information provided by suc-
cessive words in the EEG report (e.g. that “hyperventilation”
described in the introduction section may influence the inclu-
sion of “spike and wave discharges” in the EEG impression
or description sections). Formally, the forward RNN maps
the series word embeddings r(1)1 ,···,r(1)N to a series of “for-
ward” word-level feature vectors r(2f)1 ,···,r(2f)N , while the
backward RNN maps r(1)N ,···,r(1)1 to a series of “backward”
word-level feature vectors r(2b)N ,···,r(2b)1 . In our model, the
forward and backward RNNs were implemented as a series
of shared Gated Recurrence Units22 (GRUs)∗.

• Layer 3: Concatenation. The concatenation layer combines
the forward and backward word-level feature vectors to pro-
duce a single feature vector for each word, namely, r(3)i =

[
r
(2f)
i ;r

(2b)
i

]
where [x;y] indicates the concatenation of vectors x and

y.

• Layer 4: 2nd Bidirectional Recurrent Neural Network. In order to allow the model to extract more expressive features, we use a
second bidirectional RNN layer. This layer operates identically to the bidirectional RNN in Layer 2, except that the word-level feature
vectors produced in Layer 3, i.e., r(3)1 ,···,r(3)N , are used as the input to the bidirectional RNN (instead of r(1),···,r(1)N used in Layer 2).
Likewise, the memory states produced in Layer 4 are denoted as f2 and b2, corresponding to the forward RNN and the backward RNN,
respectively. Unlike the bidirectional RNN used in Layer 2, we use the final memory of the forward RNN (i.e. f2) as the report-level
feature vector ewhich will be used by the Generator.

• Layer 5: 2nd Concatenation. As in Layer 3, the second concatenation layer combines the forward and backward word-level features
vectors produced in the previous layer. In the case of Layer 5, however, we used the resulting feature vectors h1,···,hN as the word-level
feature vectors which will be provided to the Generator.

∗A GRU is a block of coordinated sub-layers in a neural network which learn to transform an input vector (e.g. r(0)i ) into an output vector (e.g. r(2f)i or

r
(2b)
i ) by maintaining and updating an internal memory state. The memory state used in the forward RNN is denoted by f1 while the memory state used in the

backward RNN is denoted by b1.
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The Generator

The role of the Generator is to generate the most likely clinical correlation section for a given EEG report using the feature vectors
extracted by the Extractor. It is important to note that because the clinical correlation sections vary both in terms of their length
and content, the number of possible clinical correlations sections that could be produced is intractably high (VMMAX whereMMAX

is the maximum length of a clinical correlation section). Consequently, we substantially reduce the complexity of the problem by
modeling the assumption that each word in the clinical correlation section can be determined based solely on (1) the word-level
feature vectors h1,···,hN extracted by the Extractor, (2) the report-level feature vector e extracted by the Extractor, and (3) any
preceding words produced by the Generator. This assumption allows us to define the probability of any clinical correlation section,
S′, having been produced by a neurologist for a given EEG report (i.e., the second factor in Equation 2) as:

Pr
(
S′|R

)
=

M∏
j=1

Pr
(
S′j|S′j−1,···,S′1,e,h1,···,hN ;θ

)
(3)

To compute Equation 3, we designed the Generator to act as a type of Recurrent Neural Language Model23 (RNLM) which
incorporates a Recurrent Neural Network (RNN) to produce one word in the clinical correlation section at-a-time while maintaining
and updating an internal memory of which words have already been produced.
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(b) Inference Configuration
Figure 3: Detailed Architecture of the Generator under (a) Training and (b) Inference Configurations.

To improve training efficiency, the Generator has two similar but distinct configurations: one for training, and one for inference
(e.g., testing). Figure 3 illustrates the architecture of the Generator under both configurations. The primary difference between
each configuration is the input to the RNN: when training, the model embeds the previous word from the gold-standard clinical
correlation section (e.g. Sj−i) to predict S′j while during inference the RNN operates on the embedding of the previously
generated word (e.g. S′j−1) to predict S′j. The Generator produces the natural language content of a clinical correlation section
for a given EEG report using four layers (with the preliminary embedding layer in the training configuration acting as an extra
“zero”-th layer):

• Layer 0: Embedding. The embedding layer, which is only used when the Generator is in training configuration, embeds each
word in the gold-standard clinical correlation section Sj (represented by V -length 1-hot vectors) into an L-length continuous vector
space, s(0)j , where L� V . This is accomplished by using a fully connected linear projection layer, s(0)j =SjWG+bG where(
WG∈RV×L,bG∈RV x1

)
∈θ correspond to the vocabulary projection matrix and vocabulary bias vector learned by the Generator.

• Layer 1: Concatenation. The first layer used in both configurations of the Generator is a concatenation layer which combines the
embedded representation of the previous word with e, the report-level feature vector extracted by the Extractor, s(1)j =

[
s
(0)
j−1;e

]
where

[x,y] indicates the concatenation of vectors x and y and s(0)0 is defined as a zero vector.
• Layer 2: Gated Recurrent Unit. The second layer used by both configurations is a Gated Recurrent Unit (GRU). The GRU allows

the model to accumulate memories encoding long-distance relationships between each produced word of the clinical correlation section,
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S′, and any words previously produced by the model. This is performed by updating and maintaining an internal memory within the
GRU which is shared across all words in the clinical correlation section. We denote the output of the GRU as s(2)i .

• Layer 3: Attention. In order to improve the quality and coherence of natural language produced by the Generator, an attention
mechanism was introduced. The attention mechanism allows the Generator to consider all of the world-level feature vectors h1,···,hN
produced by the Extractor for the given report, and learns the degree that each word in the EEG report influences the selection of (or
aligns with) S′j; formally:

s
(3)
j =

N∑
i=1

αijhi αij=
exp(βij)∏N
l=1exp(βlk)

βij=σ
(
Wβs

(2)
j +Uβhi+bβ

)
such thatαi,j is an alignment vector used in the alignment model βij which determines the degree that the ith word in the EEG report
R (represented by hi) influences the jth word of the clinical correlation section S′j (represented by s(2)j ).

• Layer 4: Addition. The role of the fourth layer is to combine the result of the previous attention layer with the result of the GRU in
Layer 2, i.e., s(4)i =s

(3)
i +s

(2)
i

• Layer 5: Softmax Projection. In order to measure the probability of each word S′j being produced for the given EEG report, we
use a final softmax projection layer to produce a vocabulary-length vector s(5)j in which the vth element indicates the probability that

S′j should be generated as the vth word in the vocabulary, s(5)i =softmax
(
s
(4)
i Wp+bp

)
where softmax(x)= exp(x)∑V

v=1exp(xv)
, and

v∈ [1,V ]. This allows us to complete the definition of Equation 3:

Pr(S′j=v|S′j−1,···,S′1,e,h1,···,hN ;θ)=s(5)jv (4)

Training the Deep Section Recovery Model

Training the Deep Section Recovery Model (DSRM) is achieved by finding the parameters θ which are most likely to produce the
gold-standard clinical correlation sections for each EEG report in the training set T . Formally, we model this by minimizing
the cross-entropy loss between the vocabulary-length probability vectors produced by the model (s(5)j ) and the one-hot vectors
corresponding to each word in the gold-standard clinical correlation section (Sj).

L(θ)∝
∑

(R,S)∈T

[
M∑
j=1

[
s
(5)
j logSj+(1−s(5)j )log(1−s(5)j )

]]
(5)

The model was trained using Adaptive Moment Estimation (ADAM)24 (with an initial learning rate η=0.001).

Inferring Clinical Correlations

Given θ learned from the training set, the clinical correlation section S can be generated for a new EEG reportR using the
inference configuration illustrated in Figure 3b. In contrast to the training configuration in which S′j is selected using the previous
word from the gold-standard clinical correlation section (Sj−1), during inference, the model predictsS′j using the word previously
produced by the model (S′j−1). It is important to note that, unlike training, we do not know the length of the clinical correlation
section we will generate. Consequently, the model continually generates output until it produces the END-OF-SECTION symbol
〈/p〉. Thus, the length of the inferred clinical correlation sectionM is determine dynamically by the model. When inferring the
most likely clinical correlation section, it is necessary to the convert the vocabulary probability vectors s(5)1 ,···,s(5)M to one-hot
vocabulary vectors S′j that can be directly mapped to natural language.∗

Experiments

We evaluated the performance of the Deep Section Recovery Model (DSRM) using the Temple University Hospital EEG Corpus5

(described in the Data section) using a standard 3:1:1 split for training, validation, and testing sets. The performance of our
model was compared against four baseline systems:

1. NN:Cosine. In this nearest-neighbor baseline, we represented each EEG report as a bag-of-words vector. This baseline infers the
clinical correlation for a given EEG report by copying the clinical correlation associated with the EEG report in the training set whose
bag-of-words vector had the least cosine distance to the bag-of-words vector representation of the given EEG report.

∗Let ŝj=argmax(s
(5)
j ); S′j is defined as the one-hot vector in which the ŝj th value is 1 and all other values are zero.
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2. NN:LDA. In the second nearest-neighbor baseline, we represented each EEG report as a latent topic vector which was computed by
applying Latent Dirichlet Allocation25 to the EEG reports in the training set. This allowed us to infers the clinical correlation for a given
EEG report by copying the clinical correlation associated with the EEG report in the training whose topic-vector representation has the
least Euclidean distance to the topic-vector representation of the given EEG report.

3. DL:Attn-RNLM. The first deep-learning baseline considers a recurrent neural language model23 (RNLM) using the standard attention
mechanism operating on the embedded word-representations of a given EEG report. This baseline closely resembles the DSRM if the
Extractor component were removed.

4. DL:Basic-S2S. The second deep-learning baseline uses a standard Sequence-to-Sequence19 model without attention. This baseline
closely resembles the DSRM if word-level feature vectors (i.e., h1,···,hN ) were not extracted and only the report-level feature vector is
considered by the Generator.

Implementation Details

Our model and the two deep learning baselines were implemented in Tensorflow∗ version 1.0. For all deep learning models, we
used a mini-batch size of 10 EEG reports, a maximum EEG report length of 800 words, a maximum clinical correlation section
length of 60 words, 200-dimensional vectors for word embeddings, and 256 hidden units in all RNNs based on a grid search over
the validation set.

Table 2: Evaluation of automatically inferred clinical correlation sections.

System/Model BLEU-1 BLEU-2 BLEU-3 ROUGE-1 ROUGE-2 ROUGE-3 WER

NN:Cosine .55334∗∗∗ .40274∗∗∗ .32137∗∗∗ .54284∗∗∗ .38516∗∗∗ .31508∗∗∗ 2.521∗∗∗

NN:LDA .51730∗∗ .36316∗∗∗ .28199∗∗∗ .52389∗∗∗ .36863∗∗∗ .28686∗∗∗ 2.891∗∗∗

DL:Attn-RNLM .57907∗∗ .41619∗ .32433∗ .58196∗∗∗ .41960∗ .32575∗∗∗ 2.315∗∗∗

DL:Basic-S2S .58992∗∗ .36829∗∗∗ .26806∗∗∗ .47487∗∗∗ .31170∗∗∗ .23445∗∗∗ 2.658∗∗∗

DSRM .68792 .54686 .46323 .63523 .50459 .42894 1.631

∗ p<0.05, ∗∗ p<0.01, ∗∗∗ p<0.001; statistical significance against DSRM using the Wilcoxon signed-rank test.

Experimental Setup and Results

Evaluating the quality of automatically produced natural language (such as the inferred clinical correlation sections) is an open
problem in the natural language processing community. Consequently, to quantify the quality of the clinical correlation sections
inferred by all four baseline systems as well as the DSRM, we considered standard metrics used to evaluate machine translation,
automatic summarization, and speech recognition.

We measured the surface-level accuracy of an automatically inferred clinical correlation section in two ways: (1) the Word
Error Rate26 (WER) which measures how many “steps” it takes to transform the inferred clinical correlation section into the
gold-standard clinical correlation section produced by the neurologist, where steps include (a) insertion, (b) deletion, or (c)
replacement of individual words in the inferred clinical correlation; (2) the Bilingual Evaluation Understudy27 (BLEU) metric
which is a commonly used analogue for Precision in language generation tasks. The surface-level completeness of each inferred
clinical correlation section was measured using the Recall-Oriented Understudy for Gisting Evaluation28 (ROUGE), a commonly
used analogue for Recall (i.e. Sensitivity) in language generation tasks. Finally, we measured the surface-level coherence by
additionally computing the bi-gram and tri-gram variants of BLEU and ROUGE, which have been shown to correspond to human
notions of coherence. It is important to note that the WER, BLEU, and ROUGE metrics do not take into account the similarity
between individual words nor the semantics of multi-word expressions. For example, if the gold-standard clinical correlation
contains “absence of epileptiform features”, then the excerpt “no epileptiform activity” would have BLEU-2 and ROUGE-2
scores of zero and a WER of 2 despite the fact that both excerpts express the same information. Consequently, these surface-level
metrics should be interpreted as strict lower-bounds on the performance of each evaluated system. Table 2 presents these results.

It can be seen that the DSRM achieved the best over-all performance. Moreover, it can be observed that the Attention Decoder
(DL:Attn-Decoder) achieved the second-best performance. The Basic Sequence-to-Sequence model (Basic-S2S) as well as the
Cosine and LDA nearest neighbor approaches achieved comparable, but only moderate performance. The high performance of the
DSRM compared to the Basic S2S model indicates the importance of incorporating attention, allowing the model to discover
latent relationships between words in the EEG report and each word in the clinical correlation section. Moreover, the improvement
in performance shown by the DSRM compared to the Attention Decoder indicates that the clinical correlation cannot be generated
∗https://www.tensorflow.org/
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Table 3: Comparisons of inferred and gold-standard clinical correlation sections for three EEG reports.
Ex

am
pl

e
1 Report: 00005044 s03

Inferred: No epileptiform features are identified. If epilepsy is an important consideration, a repeat EEG capturing deeper stages or sleep deprivation
prior to the EEG may be helpful to identify epileptiform activity.
Gold: There are no definitive epileptiform discharges, but there is an amplitude asymmetry and there is an asymmetry of wicket activity. Addi-
tional recording capturing more extensive sleep may be helpful to identify epileptiform activity.

Ex
am

pl
e

2 Record: 00010462 s01
Inferred: This EEG supports a severe underlying encephalopathy and diffuse disturbance of cerebral dysfunction involving both gray and white matter.
Contributing factors can include some of the renal failure, acute or metabolic processes. The focal features described above should be correlated

with imaging.
Gold: This abnormal EEG demonstrates a severe, diffuse disturbance of cerebral function involving both gray and subcortical white matter. This EEG
pattern was communicated to the primary care team.

Ex
am

pl
e

3 Report: 000004928 s02
Inferred: This EEG is not suggestive of a metabolic or intermittent encephalopathy. The rare left with focal feature suggests conforms with
underlying metabolic pattern.
Gold: As discussed with the team on the date of this recording, this EEG is most compatible with a metabolic encephalopathy.

solely from word-level features: report-level information should be considered as well.

Discussion

Table 4: Likert scale used to assess over-all quality of inferred
clinical correlation sections.

1: (strongly disagree) clinical correlation section is incomprehensible
2: (disagree) clinical correlation section is not correct
3: (weakly agree) clinical correlation section is generally correct, but

omits important information or contains additional false or inconsistent
information

4: (agree) clinical correlation section is correct but omits minor details
5: (strongly agree) clinical correlation section is effectively equivalent to

the gold-standard

In order to analyze the automatically inferred clinical cor-
relation sections produced by the DSRM, we manually re-
viewed 100 randomly selected EEG reports from the test
set by comparing the inferred clinical correlation sections to
the gold-standard clinical correlation sections written by the
neurologists. The over-all quality of the inferred clinical cor-
relation sections was assessed using the Likert scale illustrated
in Table 4, with the DSRM obtaining an average score 3.491,
indicating that the inferred clinical correlation sections are gen-
erally accurate, but may contain minor additional erroneous
information or have minor omissions.

Table 3 illustrates the inferred clinical correlation as well as
the gold-standard clinical correlation section for three EEG reports in the test set. Example 1 illustrates an example of a correct,
but incomplete inferred clinical correlation section. Both the inferred and gold-standard clinical correlation sections agree that
(1) no epileptiform discharges were observed, and (2) thata repeat EEG focusing on extensive sleep is needed. However, the
gold-standard clinical standard includes additional details about asymmetry and asymmetry of wicket activity which the DSRM
omitted.

Example 2 illustrates an inferred clinical correlation section which accurately expresses the diffuse disturbance of cerebral function.
However, the inferred clinical correlation section additionally indicates a “severe underlying encephalopathy” which was not
expressed in the gold-standard clinical correlation section. Moreover, the inferred clinical correlation section attempts to correlate
the findings with the patients “renal failure, and acute, and/or metabolic processes” and indicates that these findings should be
correlated with imaging. While these inclusions highlight the model’s ability to accumulate knowledge across the large corpus of
EEGs in the training set in order to simulate experience, they also demonstrate that the model occasionally struggles to determine
which information is (or is not) relevant.

The inferred clinical correlation illustrated in Example 3 illustrates a relatively rare (15% of reviewed EEG reports) but significant
error: contradiction within the inferred clinical correlation sections. While the first sentence (incorrectly) states that the EEG does
not suggest metabolic encephalopathy, the second sentence indicates that it does. This error strongly suggests that the performance
of the model could be improved by developing and incorporating a more sophisticated loss function: the average cross-entropy
loss (shown in Equation 5) considers each individual word in the inferred clinical correlation equally; thus, the incorrect inclusion
of “not” in the first sentence has a very small impact on the loss despite it inverting the meaning of the entire sentence.
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Conclusion

In this paper, we have presented a deep learning approach for automatically inferring the clinical correlation section for a given
EEG report, which we call the Deep Section Recovery Model (DSRM). While traditional approaches for inferring clinical
correlations would require hand-crafting a large number of sophisticated features, the DSRM learns to automatically extract
word- and report- level features from each EEG report. Our evaluation on over 3,000 EEG reports revealed the promise of
the DSRM: achieving an average of 17% improvement over the top-performing baseline. These promising results provide a
foundation towards automatically identifying unusual, incorrect, or inconsistent clinical correlations from EEG reports in the
future. Immediate avenues for future work include (1) considering more sophisticated loss functions which incorporate contextual
and semantic information and (2) an in-depth study and evaluation of metrics for qualifying the degree of disagreement between a
given clinical correlation section and the inferred or expected clinical correlation section.
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