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ARTICLE

ABSTRACT
In biology education research, it has been common to model cognition in terms of relative-
ly stable knowledge structures (e.g., mental models, alternative frameworks, deeply held 
misconceptions). For example, John D. Coley and Kimberley D. Tanner recently proposed 
that many student difficulties in biology stem from underlying cognitive frameworks called 
cognitive construals (CBE—Life Sciences Education, 11[3], 209–215 [2012]; CBE—Life Sci-
ences Education, 14[1], ar8 [2015]). They argued that three such frameworks—teleology, 
anthropocentrism, and essentialism—cause undergraduate students to hold a range of 
misconceptions about the biological world. Our purpose in this article is to present an al-
ternative perspective that considers student thinking to be dynamic and context sensitive. 
Using the example of cognitive construals, we argue that a dynamic perspective creates a 
burden of proof for claims of cognitive stability—to demonstrate that patterns of thinking 
are indeed stable across contexts. To illustrate our argument, we report on the results of a 
study designed to explore the stability of students’ apparent teleological, anthropocentric, 
and essentialist thinking. Our results are inconsistent with framework models. We propose 
instead that response patterns stem from students’ context-specific interpretations of the 
statements, consistent with dynamic models of cognition. Building on these preliminary 
findings, we discuss the implications of a dynamic view of cognition for biology education 
research and biology instruction.

INTRODUCTION
A central challenge of education research is to understand why students sometimes 
make incorrect statements. In particular, to ask, what do these incorrect statements 
mean about how students think and learn? In biology education research, it has been 
common to describe students’ cognition in terms of relatively stable cognitive frame-
works (e.g., mental models, alternative frameworks, deeply held misconceptions) and 
to assume that expressions of incorrect ideas indicate flaws in students’ cognitive 
frameworks.

In this article, we argue from an alternative perspective—that cognition is dynamic 
and sensitive to local contexts.1 This perspective allows for the possibility that expres-
sions or endorsements of incorrect ideas do not necessarily mean that students hold 
those ideas in a stable cognitive framework. In fact, from a dynamic, context-sensitive 
perspective, instances of expressing incorrect ideas are insufficient evidence of underly-
ing frameworks. Therefore, a dynamic perspective on cognition creates a burden of 
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1The debate between static and dynamic models of cognition is long-standing in the cognitive and learning 
sciences (for an overview, see Özdemir and Clark, 2007). More recently, this debate has moved into biology 
education research (e.g., see Maskiewicz and Lineback [2013] and the response by Leonard et al. [2014]). In 
arguing from the dynamic side of the debate, we align ourselves with prior work characterizing knowledge as 
composed of fine-grained elements that are contextually activated (see, most notably, Smith et al., 1994; 
Hammer, 1996).
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proof for claims of cognitive stability: to claim that observed 
patterns of thinking are caused by stable underlying cognitive 
frameworks, researchers would need to demonstrate that stu-
dents are in fact thinking in stable ways across contexts. More 
generally, we argue that cognitive models that include consider-
ations of how context can influence cognition are useful, because 
they can explain observed patterns of variation and flexibility in 
student thinking that stable framework models cannot.

To illustrate our position, we apply a dynamic perspective to 
the problem of teleological, anthropocentric, and essentialist 
thinking in biology. We were first drawn to this problem through 
the work of Coley and Tanner (2012, 2015), who proposed that 
intuitive cognitive frameworks (what they call cognitive con-
struals) could explain why students often make and agree with 
incorrect statements in biology. Coley and Tanner (2015) con-
ducted a study in which they asked students whether or not they 
agreed with 12 statements that were teleological, anthropocen-
tric, or essentialist and then asked students to explain their 
thinking. They found that many biology majors and nonmajors 
agreed with the incorrect statements and that they often used 
teleological, anthropocentric, or essentialist language when 
asked to explain their agreement. Coley and Tanner (2015) 
interpreted these data as evidence of underlying cognitive struc-
tures that are persistent and problematic for biology learning. 
They suggested that one reason we see so many misconceptions 
in undergraduate biology students’ thinking is that students pos-
sess and apply flawed cognitive construal frameworks.

Coley and Tanner (2012, 2015) linked their claim to a lon-
ger trajectory of work in cognitive developmental psychology 
that has proposed the existence and prevalence of naïve intui-
tive biological frameworks. These intuitive frameworks are 
hypothesized to arise early in development through some com-
bination of innate predispositions and early experiences. Once 
formed, intuitive frameworks are thought to function as cogni-
tive defaults that are applied broadly to make sense of a range 
of phenomena. For example, Kelemen has argued that intuitive 
teleology—the tendency to view objects as existing to serve 
some function—is so dominant in the thinking of young chil-
dren that they apply these frameworks “promiscuously” across 
a wide range of situations (Kelemen, 1999a,b,c). Kelemen and 
colleagues have also argued that teleological frameworks per-
sist beyond childhood into adolescence and adulthood, when 
they continue to bias thinking (Kelemen and Rosset, 2009; 
Kelemen et al., 2012).

Building on this work, Coley and Tanner (2012, 2015) 
hypothesized that flawed intuitive frameworks—teleology, 
anthropocentrism, and essentialism—could be common fea-
tures of undergraduate cognition. They described cognitive 
construal frameworks as persistent, difficult to change, and 
therefore problematic for biology instruction. Unless the under-
lying cognitive frameworks are corrected, they argued, instruc-
tors should continue to see patterns of problematic thinking 
among undergraduate students. Coley and Tanner (2015) have 
also suggested that instruction could be reinforcing rather than 
correcting these underlying modes of cognition (p. 16). If this is 
true, then correcting cognitive construals should be a central 
focus of instructional interventions in biology education.

As we will elaborate, coming from a dynamic perspective, 
we were skeptical of the interpretation that undergraduate stu-
dents hold and apply cognitive construal frameworks. We do 

not disagree that students often use teleological, anthropocen-
tric, and essentialist language in their explanations of the 
biological world; there is clear evidence that these modes of 
explanation are common (Tamir and Zohar, 1991; Keil, 1992; 
Kelemen, 1999a,b,c; Medin and Atran, 2004; Talanquer, 2010, 
2013), even among experts (Keleman and Rosset, 2009; 
Kelemen et al., 2012). We do not dispute these patterns; how-
ever, we think alternative explanations for their causes are plau-
sible and likely.

Consider, for example, that many biology students in Coley 
and Tanner’s (2015) study agreed with the statement “Plants 
produce oxygen so that animals can breathe.” Agreement with 
this statement could be interpreted as evidence of students 
holding a misconception based in teleological reasoning. That 
is, students could be thinking, as the statement implies, that the 
origin of oxygen production is driven by animals’ needs. Fur-
ther, this thinking could reflect a deeply held cognitive ten-
dency to view structures in the world as goal or need driven. 
However, it is also possible that agreement does not stem from 
deeply held beliefs about teleological causality. Perhaps stu-
dents did not even notice the flawed implication in the state-
ment. Instead, students may have noticed a statement about 
plants producing oxygen (biologically accurate) and animals 
breathing it (also biologically accurate) and intended to endorse 
those relationships. When next asked to explain their thinking, 
we could imagine a student repeating the flawed implication in 
their explanation, writing, as Coley and Tanner reported, 
“Plants produce oxygen for all kinds of life forms to help fuel 
the reactions necessary for daily life.” Once again, we can imag-
ine students writing such a statement without intending to 
imply, or believing, that oxygen production is caused by the role 
it plays in supporting respiration in other organisms. Perhaps in 
writing the above statement, the student only meant to empha-
size the important role of plants as oxygen producers.

We do not know for sure what students were actually think-
ing when they chose to agree with these statements, and that is 
our point. We were skeptical of Coley and Tanner’s study, as 
well as much of the work in cognitive developmental psychol-
ogy upon which it built, because we did not see the data as 
sufficient to make strong inferences about the general nature of 
students’ cognition. To make the difference between observed 
data patterns and inference clear, we will distinguish between 
construal-based formulations and construal-based cognition (as 
in Zohar and Ginossar, 1998). Construal-based formulations 
refer to spoken or written statements that communicate the 
logic of each construal; they are observable. Construal-based 
cognition refers to underlying patterns of thought; these pat-
terns are inferred, not observed. This distinction is necessary, 
because, as we elaborate later, construal-based formulations 
often imply rather than explicitly articulate the logic that makes 
them problematic, making agreement with them difficult to 
interpret. Furthermore, construal-based thinking, if applied 
appropriately, can also be correct and useful. It can be difficult 
to determine whether a person who expresses or endorses con-
strual-based statements is attending to correct or problematic 
uses of the construal. To clarify this problem, we briefly elabo-
rate on the differences between construal-based thinking and 
construal-based formulations for each of three construal types, 
identifying the challenges of making inferences about the 
former from the latter.
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Teleological Thinking and Formulations
One component of teleological thinking describes the tendency 
to view the world through the lens of function. When one 
encounters a novel artifact, this aspect of teleological thinking 
is useful, orienting a thinker to notice and respond to potential 
functions (i.e., scissors are for cutting). A functional lens can 
also be appropriately applied to biological traits. From the 
perspective of the organisms that possess them, traits like cam-
ouflage coloring, tall necks, or webbed toes have obvious func-
tional utility. Noticing such utility can be a useful starting point 
for biological inquiry, leading to questions about the mecha-
nisms that shaped these functions or investigations into their 
optimality (Legare et al., 2013). A second component of teleo-
logical thinking is the tendency to view functions as intention-
ally or purposefully designed (Keil, 1992; Kelemen, 1999a). 
This aspect of teleological thinking is often considered problem-
atic, particularly when applied to explain the origin of biologi-
cal organisms or their traits (Evans, 2008; Ware and Gelman, 
2014). This component of teleological thinking reverses biolog-
ical causality: rather than understanding the function of a trait 
to be an outcome of natural selection, the need for that function 
is understood to be the causal driver of a trait’s existence, which 
in turn could support incorrect ideas about need-driven trait 
acquisition at the individual level.

Notice that to be problematic, teleological thinking must 
include both components: noticing a function as well as posi-
tioning that function as causal. However, teleological formula-
tions vary in the extent that they explicitly link these two 
ideas. The statement “Chairs are for sitting” identifies a func-
tion of chairs. It could be interpreted as implying that an 
intentional agent designed chairs for this purpose, but it need 
not be interpreted this way. The statement “The reason chairs 
exist is for the purpose of sitting” makes the link between ori-
gin and purpose more explicit, while again implying the exis-
tence of a designer. Finally, “A designer intentionally designed 
chairs for sitting” explicitly invokes a designer. Similarly, the 
statement “Birds’ wings are for flying” implies that birds’ wings 
were designed for the purpose of flying; though again, “Birds’ 
wings were intentionally designed for flying” is a much more 
explicit way to articulate the link between function and inten-
tional design.

Because it is not possible to directly examine cognitive struc-
tures, claims about the nature and structure of teleological 
frameworks are inferred from teleological formulations, which 
can vary considerably in whether or how they make theses 
problematic links. Because of this ambiguity, it can be difficult 
to make clear inferences about cognition from how people 
respond to formulations, particularly when the flaws are 
implicit. Hence our skepticism: Would a student who agreed 
with the formulation “Plants produce oxygen so that animals 
can breathe” also agree with the formulation “Animals’ need to 
breathe is what causes plants to produce oxygen”?

Anthropocentric Thinking and Formulations
Anthropocentric thinking describes beliefs about the central 
status of humans. A closely related idea, anthropomorphism, 
describes the belief that humans are prototypical and can there-
fore serve as a source from which to make analogies to other 
living things (Medin and Atran, 2004). Anthropocentric and 
anthropomorphic thinking are sometimes warranted. Humans 

do have an overwhelmingly impactful presence on this planet, 
for example. Humans can also be used as an appropriate anal-
ogy for other organisms. Young children have been shown to 
use human biology as a productive starting point for reasoning 
about other animals. For example, even though they did not 
know the exact nutritional needs of a pet, children reasoned 
that a pet might be healthier if, like humans, it was fed a varied 
diet (Inagaki and Hatano, 1991; Hatano and Inagaki, 1994).

The potential problem with anthropocentric thinking is in 
the scope of its application. One kind of error can result if 
humans take on too central a status in the universe, exaggerat-
ing the importance of human agency (Medin and Atran, 2004). 
A second (anthropomorphic) problem can occur if humans 
become the source for incorrect analogies, that is, if human 
properties, often specifically psychological properties such as 
consciousness, desire, or intentionality, are attributed to nonhu-
man entities (Carey, 1985; Tamir and Zohar, 1991; Waxman 
et al., 2007). Referring to animals or plants as “deciding” or 
“wanting” to behave in certain ways is viewed as problematic, 
because it can potentially impede inquiry into understanding 
the actual mechanisms at play.

As with teleology, anthropocentric formulations can encode 
multiple interpretations. For example, the statement “The heart 
decides how much blood is needed and adjusts accordingly” 
implies that the heart has cognitive capacities. However, it 
could also be interpreted metaphorically, with the “decision” 
being not literally cognitive, but an expression of the regulatory 
functioning of the cardiovascular system. “The heart can inte-
grate information and make conscious decisions” is a much 
more explicit attribution of consciousness. Anthropocentric 
metaphors are common in colloquial speech and may not seem 
problematic to students unless the problematic implication is 
made obvious (Zohar and Ginossar, 1998). Similarly, anthropo-
centric statements are often made to emphasize, through exag-
geration, the effects of human actors. It is difficult to know 
whether a person’s claim that “humans are destroying the 
world” should be taken as an expression of belief or a rhetorical 
exaggeration. Agreement with anthropocentric formulations, 
therefore, is not straightforward evidence of problematic 
anthropocentric thinking.

Essentialist Thinking and Formulations
Essentialism refers to thinking about entities as having some 
ill-defined “essence” that unites them into a category (Gelman, 
1988; Medin and Atran, 2004). For example, all dogs, despite 
superficial differences, have some dog-like essence that makes 
them members of the category “dogs.” Further, that essence can 
be imagined as an internal driver that causes organisms to 
develop and grow in the way they do—growing tails, paws, and 
ears, for example (Gelman, 1988; Gelman and Wellman, 1991). 
Construing biological organisms in terms of essences can lead 
to useful expectations of continuous identity even when super-
ficial features are changed. A swan is still a swan even if we dye 
it black or it loses all of its feathers. We do not need to invent 
new categories when superficial characteristics of organisms 
are altered. Essentialist thinking can also lead to expectations of 
continuity over developmental time. Even though puppies and 
adult dogs look different, they can still be considered the same 
species. These examples show how essentialism can help chil-
dren group organisms taxonomically and provide the basis of 
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early species concepts (Gelman and Markman, 1986; Gelman 
and Wellman, 1991). In addition, construing organisms in 
terms of essences sets up early expectations about continuity in 
lineages, providing an intuitive basis for genetic inheritance 
(Gelman and Wellman, 1991; Waxman et al., 2007).

Some have argued that a potential problem with essentialist 
thinking is that it can lead to expectations of invariance (Coley 
and Tanner, 2012; Diesendruck and Gelman, 1999; Shtulman, 
2006; Shtulman and Schulz, 2008). The logic of this link seems 
to be that the idea of an essence construes organisms of a par-
ticular type as sharing characteristics. In the extreme, such 
thinking could lead to “essentializing” all members of a group 
as literally identical in many important respects. In this version 
of essentialism, rather than simply determining membership, 
essence determines trait values. Not only is there a category for 
swans, but we should also expect all swans to be essentially 
identical. This is problematic, not only because homogenizing 
biological variation is inaccurate, but also because understand-
ing that natural populations vary is an important component of 
understanding natural selection (Samarapungavan and Wiers, 
1997; Evans, 2008; Shtulman and Schulz, 2008).

Notice, however, that the potential problem with essentialism 
requires that the idea of an essence be linked to ideas about 
invariance, which need not be the case. That the concept of an 
innate essence would lead to ideas about invariance is actually 
somewhat counterintuitive, given that the idea of an essence 
helps form categories out of heterogeneous members. Categories 
like “dog” and “bird” are composed of members that look differ-
ent (e.g., poodles and Labradors, swans and robins), but never-
theless share a common dog or bird essence. The shared essence 
supports the expectation that members of a category will share 
important traits in common, but need not imply invariance. The 
problem with essentialism is again a problem of extent of appli-
cation. Ignoring variation to create a category is useful, but ignor-
ing all variation within the category is problematic. Moreover, it 
matters which variation is under consideration. Some traits vary 
little within a category and others vary quite a bit. Distinguishing 
among these possibilities can create ambiguity in interpreting 
essentialist formulations, even those that appear explicit.

Consider an example from Coley and Tanner’s (2015) study: 
“Apart from differences due to age and sex, members of the 
same species are essentially identical; any variability is biologi-
cally unimportant.” This formulation includes the phrase 
“members of the same species are essentially identical,” which 
could be considered a fairly explicit statement linking essential-
ism and species-level invariance. However, one potential source 
of ambiguity in interpreting this statement concerns which spe-
cific traits the reader has in mind. Because variation is trait spe-
cific (i.e., hair color varies much more than heart number), it is 
difficult to make inferences about cognition from responses to 
generic statements about “variation.”

A second source of ambiguity is introduced by the clause 
“any variability is biologically unimportant.” This clause 
changes the formulation from a judgment about the existence of 
variation to a judgment about the importance of variation. How 
one interprets “important” can therefore influence how one 
responds to this question irrespective of beliefs about the exis-
tence of biological variation. Imagine a student who considers 
variation to be biologically important if it can be used to make 
species categorizations. This student might think that variation 

in a trait like bill shape is important when it can be used to tell 
apart a finch and a mockingbird, but minor variations in bill 
shape among finches are unimportant. This student could rea-
sonably agree with the above statement, thinking about with-
in-species variation as existing but not very important, without 
intending to imply that every finch is exactly identical.

Our larger point is that, across all three of these categories 
of construals, we could find ways to interpret agreement with 
construal-based formulations that did not necessitate claims 
about students holding cognitive construal frameworks. We 
decided to further explore the problem in two ways. First, we 
revisited some of the studies from cognitive developmental 
psychology to better understand the original basis for claims 
of stable intuitive frameworks in children through adults. 
What we found is that many of these studies made inferences 
about cognitive stability from fairly limited data sets and that 
they often used agreement with researcher-provided state-
ments as evidence of stable frameworks. Further, we found 
evidence from other work of within-individual variability 
and flexibility in patterns of teleological, anthropocentric, and 
essentialist thinking. Overall, we were unconvinced that the 
data supported claims of stable intuitive frameworks in indi-
viduals of any life stage.

Second, we designed and conducted a study of undergradu-
ate biology students to explore the robustness of Coley and 
Tanner’s (2015) results. We found that, when we changed how 
the prompts were presented to students, we saw lower levels of 
agreement. This result cannot readily be explained if students 
hold stable cognitive frameworks.

Overall, our purpose in this article is to use the example of 
cognitive construals to illustrate how a dynamic, context-sensi-
tive perspective on cognition challenges assumptions of cogni-
tive stability. We also aim to show how attending to context can 
help education researchers interpret otherwise confusing pat-
terns in student responses. To achieve these aims, we will first 
summarize the differences between stable framework and 
dynamic perspectives on cognition and how each applies to 
teleological, anthropocentric, and essentialist patterns of think-
ing. We will then briefly review evidence from cognitive devel-
opmental psychology literature through lenses of stable inter-
pretations and dynamic interpretations. Next, we report on the 
design and findings of an empirical study we designed to per-
turb patterns of agreement with teleological, anthropocentric, 
and essentialist statements. Finally, we discuss the implications 
of a dynamic perspective on cognition for research and instruc-
tion in biology education more broadly.

CONTRASTING THEORETICAL PERSPECTIVES ON 
CONSTRUAL-BASED COGNITION
Cognitive Construals as Stable Cognitive Frameworks
Generally, cognitive framework models propose that knowl-
edge is internally encoded in linked structures, or frameworks 
(e.g., Carey, 1986; Vosniadou and Brewer, 1992; Wellman 
and Gelman, 1992; Samarapungavan and Wiers, 1997; Chi, 
2005). These frameworks are often assumed to originate 
from sensible or useful interpretations of the world. However, 
they are thought to become problematic, because they are 
indiscriminately applied beyond the appropriate scope of 
applicability. Further, cognitive frameworks are often assumed 
to have some durability—they are “deeply held.” Together, 
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the broad and often flawed application and stability of cogni-
tive frameworks makes them potentially problematic for 
learning and instruction.

Cognitive construals are described by Coley and Tanner 
(2012, 2015) as deeply held cognitive frameworks. They are 
interpretations of the world that, while useful in some contexts, 
can be broadly misapplied. Modeling cognitive construals as 
frameworks leads to several predictions about how people will 
interpret the world around them. The first is that people will 
apply construal-based thinking indiscriminately, in both correct 
and incorrect contexts. This argument is represented most 
strongly by Kelemen’s “promiscuous teleology” hypotheses 
(Kelemen, 1999b; Kelemen and Rosset, 2009). Second, frame-
work models propose that the ideas that make up these frame-
works are coherently linked (Samarapungavan and Wiers, 
1997). For example, ideas about functionality and intentional-
ity would be linked together as part of a larger teleological 
framework. This assumption implies that, whenever a person 
reasoning with a teleological framework encounters a func-
tional object, ideas about function will be activated along with 
ideas about intentional design, because the two are structurally 
linked. Finally, because these frameworks are structurally 
encoded, they will persist until they are dismantled (Vosniadou 
and Brewer, 1992). Framework models therefore predict that 
individual cognition will be relatively stable across contexts and 
over time until the framework is replaced.

Dynamic, Context-Sensitive Alternatives
A dynamic perspective on cognition begins from a different set 
of theoretical commitments, modeling knowledge as fine-
grained and loosely aggregated, or “knowledge-in-pieces” 
(diSessa, 1993; Hammer et al., 2005; Özdemir and Clark, 
2007). What makes this perspective dynamic is that it holds 
that patterns of thinking are not predetermined by cognitive 
structures but instead emerge from how knowledge elements 
are activated in moments (diSessa, 1993, 2002; Smith et al., 
1994; Thelen and Smith, 1994; Hammer, 1996; Gupta et al., 
2010). Coherences and stabilities are still possible in such mod-
els if knowledge elements are repeatedly coactivated (Thelen 
and Smith, 1994; diSessa and Sherin, 1998). But importantly, 
this stability is a possible outcome, not a default assumption.

Modeling cognition dynamically allows for the possibility that 
expressions of teleology, for example, are in-the-moment con-
structions that emerge from specific contexts rather than evi-
dence of teleological frameworks. Southerland and colleagues 
raised the possibility that students’ use of need-based language 
could reflect their activation of a fine-grained knowledge element 
(or “p-prim,” sensu diSessa, 1993) called “need as a rationale for 
change” (Southerland et al., 2001, p. 344). “Need as a rationale 
for change” simply refers to the intuition that, if an organism has 
a need, a change in the direction of that need would be beneficial 
for that organism. By itself the idea does not specify the mecha-
nism by which the change occurs. Thus, a student who says that 
a plant grew toward the window “because it needs light” can be 
understood to be activating intuitive ideas relating change to 
need, but is not assumed to be proposing that the need for light 
itself proximally caused the change. According to a dynamic, 
knowledge-in-pieces model, students may have other, potentially 
correct ideas that they can use to fill in the mechanism if context 
demands (Smith et al., 1994; Hammer, 1996).

Southerland et al. (2001) found evidence of other ideas in 
interviews that asked students in fifth through 12th grade to 
explain various biological phenomena (e.g., plants growing 
toward light, bird plumage changing to white in the winter). 
While students across all grade levels frequently expressed 
ideas about need, many also provided mechanistic explanations 
in the same interview. Southerland et al. (2001) did not expect 
this result. They began their study from a cognitive framework 
perspective and therefore expected to see naïve framework-like 
thinking in younger students giving way to more expert-like 
thinking in older students. Instead, they saw students across 
grade levels expressing multiple ideas and moving fluidly 
among them. This finding led them to propose that students 
were constructing responses during the interview rather than 
calling on stable frameworks.

Ojalehto et al. (2013) proposed another theoretical explana-
tion for apparent teleological thinking that is in line with a 
dynamic perspective. These authors have argued that viewing 
biological entities as isolated or divorced from context (e.g., a 
tree is just a tree) is a Western idealization that does not match 
how many people (including Westerners) experience the bio-
logical world. Instead, they argue that people have the capacity 
to understand biological entities as embedded in multiple 
relationships that can be viewed from multiple different 
perspectives (e.g., sometimes a tree is for a bird to make a home 
in, sometimes a tree is food for a bark beetle, sometimes a tree 
is for providing shade that keeps me cool). Agreeing with a state-
ment like “Trees have bark for beetles to eat” can be an indica-
tor of noticing a valid functional relationship. Doing so does not 
rule out understanding that trees play multiple ecological roles, 
nor does it imply that trees were shaped into existence to per-
form any one of these functions. Ojalehto et al. (2013) refer to 
this model of reasoning as “relational-deictic” to describe the 
capacity to see ecological relationships from multiple perspec-
tives (“deictic” refers to the context dependency of these 
relationships).

These examples demonstrate how dynamic theories of cog-
nition can account for observed patterns of thinking without 
assuming that those patterns come from stable cognitive frame-
works. We see these alternatives as creating the need to be crit-
ical of assumptions of stable cognitive frameworks. In the next 
section we apply this critical lens to prior work on cognitive 
construals from cognitive developmental psychology to raise 
concerns about unexamined assumptions and methodological 
limitations in that work.

A CRITICAL REVIEW OF PRIOR WORK IN COGNITIVE 
DEVELOPMENTAL PSYCHOLOGY
Studies in cognitive developmental psychology have docu-
mented that, across a span of ages and levels of expertise, 
people tend to make and agree with teleological, anthropocen-
tric, and essentialist statements that are biologically incorrect 
(Carey, 1985; Keil, 1992; Hatano and Inagaki, 1994; Kelemen, 
1999b,c; Medin and Atran, 2004; Waxman et al., 2007). In 
much of this work, these observed patterns have been taken as 
evidence of stable frameworks that develop in early childhood 
and persist into adulthood (Evans, 2008; Shtulman and Schulz, 
2008; Kelemen and Rossett, 2009; Kelemen et al., 2012; 
Ware and Gelman, 2014). We see two challenges to this inter-
pretation. The first is a methodological critique. Some of the 
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most widely cited of these studies collected data from subjects 
in constrained clinical contexts that could have influenced the 
patterns that emerged. The second challenge comes from other 
work that has shown evidence of variation and flexibility in 
thinking that is difficult to explain using stable framework 
models.

A Methodological Critique of Prior Clinical Studies
Many studies in cognitive developmental psychology have 
demonstrated that subjects will endorse or make constru-
al-based statements in specific clinical settings. However, these 
patterns are not sufficient to infer that people think this way 
more generally outside of these, sometimes contrived, circum-
stances. For example, in one of the most widely cited studies by 
Kelemen (1999b), children were presented with pictures of var-
ious objects, both natural and artifacts (e.g., mountains, tigers, 
clocks), and asked a question of the form: “What is X for?” Kele-
men quantified the relative frequency with which the children 
provided a function for the object as opposed to saying that 
they “did not know” or rejecting the question as “silly.” The 
logic of the experimental design was that a large proportion of 
functional responses for a range of different kinds of objects 
would be evidence that children were indiscriminately applying 
a teleological mode of construing the world. Alternatively, if 
children often seemed confused by the question “What is X 
for?,” then their confusion would be evidence of a more con-
strained application of teleological construal. Kelemen found 
that many children provided functional responses to a range of 
different objects including artifacts, parts of organisms (e.g., 
teeth), and whole organisms.

However, examining some of the statements provided by 
children in this study led us to question the validity of this inter-
pretation. For example, when asked “What is a tiger for?,” chil-
dren provided answers like “A tiger is for biting” or “A tiger is for 
being in a zoo” (Kelemen, 1999b, p. 253). Kelemen herself 
wondered about how to interpret these statements.2 Do chil-
dren literally believe that the reason a tiger exists is for the pur-
pose of biting? Or that a tiger’s larger purpose in life is to be in 
the zoo?

From a dynamic perspective, alternative interpretations of 
children’s behavior seem more likely. One is that the context of 
a clinical interview influences how children respond. Children 
may feel the need to at least try to answer a question posed to 
them by an adult, even if it seems strange (Hughes and Grieve, 
1980). Another possibility is that children do not understand 
the question in the same way that the researchers do. Hearing 
the question “What is a tiger for?,” children may simply reinter-
pret the question into something less strange, like “What does a 
tiger do?” or “Tell me something you know about tigers.” Once 
again, the specific context of being asked a question of the form 
“What is X for?” triggers certain response patterns that may not 

align with how children typically think about objects. Without 
the ability to probe how children are interpreting the question, 
it is difficult to know how to interpret their answers in this 
study.

A third possible explanation is that children are attending to 
valid ecological relationships as predicted by Ojalehto et al.’s 
relational-deictic model (2013). This model provides an alter-
native interpretation for Kelemen’s (1999c) finding that chil-
dren more often agreed with teleological over physical 
explanations for natural objects when given a choice between 
the two. In the study, objects were presented to children within 
fictional ecological contexts. In one example, children were told 
that “all around where Mononykus lived, there was this grainy 
(rough) kind of sand.” They were then asked, “Why do you 
think the sand was so grainy?” Many children selected the tele-
ological explanation “So that animals like Mononykus could eas-
ily bury their eggs in it” over the physical explanation “Because 
bits of shells got broken and mixed up making it that way.”

Context-dependent relational-deictic reasoning can explain 
this result. When presented with an ecological relationship, chil-
dren may have been cued to take the perspective of Mononykus 
in that environment, for which grainy sand functions as a sub-
strate in which to bury eggs. Their response about burying eggs 
is sensible, given that the question about sand was just pre-
sented to them from the perspective of the Mononykus creature. 
A relational-deictic model would further predict that, in differ-
ent contexts, children might foreground different relationships. 
Playing with sand might invoke ideas about the usefulness of 
sand as a building substrate, but closely examining the color 
and shape of various bits of sand could cue up ideas about sand 
as composed of pieces of broken-up shell or rock. A dynamic 
perspective allows for the possibility that children can have mul-
tiple ideas about sand that can be evoked in different contexts.

Methodological constraints are also apparent in one of the 
most widely cited studies on essentialist thinking claiming to 
demonstrate that children fail to appreciate biological variation 
(Shtulman and Schulz, 2008). In this study, subjects were pre-
sented with a list of organismal traits and asked to comment on 
the likelihood that such traits exhibited or could possibly exhibit 
biological variation. For example, subjects were asked whether 
or not “all kangaroos have two stomachs,” whether “all grass-
hoppers have green blood,” or “all giraffes sleep on their feet” 
(Shtulman and Schulz, 2008; Table 1). Agreement with these 
statements was taken as evidence of an “essentialist bias” in 
both children and adults.

This interpretation seems inappropriate, given that many of 
the traits chosen by the researchers are unlikely to exhibit appre-
ciable biological variation in natural populations. Most of these 
traits are critical to organismal survival and are therefore unlikely 
to vary. While, in principle, a mutation could cause a kangaroo 
to be born with a different number of stomachs, such a variant 
would be less likely to survive; thus, variation in a trait like stom-
ach number is not actually likely. Nor is it biologically plausible 
to expect variation in the color of grasshopper blood, which is 
greenish because it contains hemocyanin, not hemoglobin.

Variation in behavioral traits, like giraffes sleeping stand-
ing up, is perhaps slightly more likely, as behaviors tend to be 
more malleable than physical traits. Sensibly, then, partici-
pants in the study were more likely to allow for variation in 
behavioral traits than for physical traits (Shtulman and 

2To address some of these concerns, a follow-up study (Kelemen, 1999b) included 
“pre-training” with children to attempt to ensure that they understood statements 
the way researchers intended. For example, the researchers presented children 
with an example that was meant to teach them how to think about the word “for.” 
In the example, the researchers explained that “a pencil is for writing” but that 
“pencil shavings are not for anything.” Again, the extent to which children under-
stood and then applied this specific meaning in the subsequent testing remains 
unclear.
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Schulz, 2008). That is, rather than apply blanket essentialism 
to the responses, subjects responded in biologically sensible 
ways. Overall, the patterns of rejecting variation in this study 
appear to be better explained by the specific prompts chosen 
by the researchers than a strong commitment to essentialist 
invariance in general.

We use these examples to illustrate how consideration of 
study context, for example, the phrasing and presentation of 
prompts, can change how evidence is interpreted. A dynamic 
perspective raises the need to understand how people think 
more generally, outside the constraints of carefully controlled, 
but perhaps (unintentionally) biased, clinical environments. In 
the next section, we review evidence from other studies that 
find different results when clinical constraints are lifted.

Studies That Show Evidence of Variation and Flexible 
Thinking
Recent work has explored how children think by using more 
naturalistic research methods. For example, Greif et al. (2006) 

presented children with various objects and asked them what 
questions they had. The researchers found that, in this context, 
children never spontaneously asked teleological questions 
about organisms. Concerning a tiger, they might ask, “What 
does it eat?,” but never “What is it for?” They did, however, ask, 
“What is it for?” of artifacts and organism parts. This study casts 
further doubt on the interpretation that children are promiscu-
ously teleological. Without prompting from researchers, chil-
dren seem able to apply teleology appropriately.

A classroom study by Louca et al. (2004) provides evidence 
that children’s teleological thinking can shift with their under-
standing of the kind of conversation they are having. Louca 
et al. (2004) describe how third-grade students having a discus-
sion about “why leaves change color” initially provided teleo-
logical explanations (e.g., “In the winter I don’t think the tree 
needs the leaves”) along with other nonmechanistic explana-
tions. These kinds of explanations persisted even when the 
teacher told them she was interested in “how” the leaves 
changed color, not just “why.” During the discussion, the teacher 

TABLE 1. Original statements (from Coley and Tanner, 2015) and paired-choice statements (explicit and corrected for construals) used in 
our study

Original statement Explicit statement Corrected statement

Teleology Plants produce oxygen so that animals 
can breathe.

Animals’ need to breathe is what causes 
plants to produce oxygen.

Plants produce oxygen and then 
animals are able to breathe it.

Species adapt to the environment in 
order to survive.

The need to survive is what causes 
species to adapt.

Increased survival can be an outcome 
of adaptation.

Many species develop protective 
“camouflage” to avoid predators.

The need to avoid predators is what 
causes species to develop protective 
“camouflage.”

Having protective “camouflage” allows 
species to avoid predators.

Genes turn on so that a cell can 
develop properly.

The need to develop properly is what 
causes genes to turn on.

Proper cell development occurs when 
genes are able to turn on.

Anthropocentrism Humans have caused the majority of 
extinctions.

Humans have caused the majority of 
extinctions that have ever occurred 
on Earth.

Humans have caused some, but not the 
majority of extinctions on Earth.

Plants get their food from the soil. Plants eat soil. It is their food. Plants take in water and minerals from 
the soil, but not food

The heart decides how much blood is 
needed throughout the body and 
adjusts the rate at which it beats 
accordingly.

The heart is able to make informed 
decisions about how much blood is 
needed throughout the body, and 
make adjustments to the rate at 
which it beats accordingly.

The heart adjusts the rate at which it 
beats in response to changes 
throughout the body.

Competition between organisms 
involves direct, aggressive 
interactions.

Competition between organisms always 
involves some kind of direct, aggres-
sive, physical interactions (like 
kicking or punching).

Competition sometimes, but not often, 
involves direct aggressive interac-
tions.

Essentialism Homeostasis keeps the body static and 
unchanging.

If homeostasis is working properly, the 
body cannot change.

During homeostasis, changes in the 
body occur.

Apart from difference due to age and 
sex, members of the same species 
are essentially identical; any 
variability is biologically 
 unimportant.

Members of the same species (of the 
same age and sex) must share 
identical traits and characteristics.

In addition to differences in age and 
sex, members of the same species 
are variable in biologically 
important ways.

Different cells in an organism (e.g., 
skin, muscle, nerve) contain 
different DNA.

Different cells in an organism (e.g., 
skin, muscle, nerve) must share 
identical traits and characteristics.

Different cells in an organism (e.g., 
skin, muscle, nerve) contain the 
same DNA.

Without outside influences, ecological 
communities will remain stable 
indefinitely.

Ecological communities must remain 
stable.

Ecological communities are dynamic.
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intentionally intervened, providing an analogy to help students 
see the difference between how and why questions. She 
described baking cookies for the purpose of celebrating a birth-
day (why) by mixing together ingredients and baking (how). 
After this analogy, students began to offer ideas about mecha-
nistic causes of leaf color change (e.g., “It has special cells that 
change color”). This example shows that the children were able 
to think about the changing colors of leaves both teleologically 
and mechanistically. The observed patterns in their talk were 
tied to their understanding of what kind of explanation was 
being asked for, rather than straightforward representations of 
their mental frameworks.

Though less well studied than teleology, children’s anthropo-
centric reasoning and essentialist categorizing have also been 
found to be context dependent (for anthropocentric reasoning, 
see Inagaki and Hatano, 1991; Hatano and Inagaki, 1994; 
Gutheil et al., 1998; for essentialist categorizing, see Kalish, 
2002). For example, Inagaki and Hatano (1991) described how 
6-year-olds rely on anthropocentric analogies when they lack 
specific information about organisms. When asked what would 
happen to a grasshopper that was fed too much food, children 
would say things like “[The] grasshopper will be dizzy and die, 
‘cause the grasshopper, though it is an insect, is like a human.” 
In this case, children probably did not know what exactly would 
happen to the grasshopper, but they were able to use their 
knowledge of humans to make a reasonable guess. In contrast, 
children did not extend human properties to a grasshopper that 
was left behind by a caretaker. They reported knowing that, for 
example, unlike a human, “the grasshopper doesn’t speak” (and 
therefore could not call out to the caretaker like a human). 
Here, knowledge about grasshoppers constrained children’s use 
of human analogy. Thus, Inagaki and Hatano (1991) argue, 
children do not unilaterally apply human characteristics to 
nonhuman organisms; they make reasonable predictions when 
they lack detailed knowledge. The researchers suggest that as 
children learn more about the specifics of what organisms can 
and cannot do, they will be less likely to rely on humans as a 
source analogy.

Overall, the results of these studies demonstrate how teleo-
logical, essentialist and anthropocentric thinking emerge in 
flexible and often sensible patterns rather than as unconstrained 
biases. Moreover, these results call into question the choice to 
model these cognitive patterns as emerging from stable frame-
works and frame the apparent stability in prior studies, at least 
in part, as an artifact of how the data were collected.

A STUDY THAT CHALLENGES INTERPRETATIONS OF 
COGNITIVE STABILITY
With these cautions in mind, we now turn to the rationale for 
our study, which we designed to replicate and expand upon the 
study conducted by Coley and Tanner (2015). Our study design, 
then, is relatively similar to that of the original study, in that it 
involves asking students to either agree or disagree with 
researcher-constructed statements. We believe that this study 
design is limited in terms of what it allows us to infer about 
student cognition. However, making claims about cognition 
was not the purpose of our study. Rather, our purpose was to 
test our intuition that response patterns to construal-based 
prompts could be perturbed if we drew students’ attention 
toward what they implied. That is, our purpose was to attempt 

to falsify claims about stability rather than to make specific 
claims about what (or how) students were thinking when they 
answered these prompts. That said, we will also present some 
analysis of how responses differed among prompts using the 
context of the specific prompts to make conjectures about why 
some prompts elicited different response patterns.

The basic logic of our study was to first present students with 
more explicit or strongly worded construal formulations to cue 
their attention to the construal content of the original state-
ments (see Table 1). We then compared responses in this “cued” 
condition with responses from students who saw the original 
construal statements first. Our overall research question was, 
“How do students’ patterns of responding to and writing about 
construals change when cued to notice construal content?”

If students do have deeply held construal frameworks, we 
would expect to see high levels of agreement and endorsing of 
construals with an explicit cue; if construal frameworks drive 
their thinking, students should be more likely to agree when the 
implied construal logic is made more obvious. If students do not 
think this way, then the explicit formulations might reveal 
aspects of the statements that they do not intend to endorse, 
causing them to express opposition to the construals. We exam-
ined this question in three ways: comparing patterns of agree-
ment with and without a cue, analyzing students’ written justi-
fications for their answers and tracking the correspondence 
between students’ answer choices and their written responses.

Study Context and Population
A total of 262 undergraduate students at a private university in 
the Northeast agreed to participate in our study. All students 
were enrolled in an introductory biology course and partici-
pated in the study during the final week of the course. The 
majority of the students were first- or second-year students who 
had not yet declared a major. The course is required for students 
majoring in biology, but serves nonmajors as well.

Instrument Design
We designed an assessment instrument with two parts. The 
first part, mirroring the methods from Coley and Tanner 
(2015), included the 12 original “misconception” statements, 
four statements corresponding with each of the three types of 
cognitive construal (Table 1). Students were asked to indicate 
their level of agreement with these statements on a five-point 
Likert scale.

The second part of the assessment consisted of a pair of 
rephrased versions of the original statements (Table 1). One of 
the statements was rephrased to make the construal content of 
the statement more explicit. The second statement in the pair 
was rephrased to remove or correct the flawed construal con-
tent of the statement. For each pair, students were instructed to 
choose the statement they agreed with more or to choose “nei-
ther.” The purpose of the paired-choice questions was to serve 
as a cue to draw students’ attention to the construal content of 
the original statements. We reasoned that, when comparing 
explicit and corrected statements, students would notice that 
the salient difference between them was the construal content 
itself, and that this would make them more likely to notice the 
implied construal content in the original statements.

One version of the survey (version A) first presented partici-
pants with the original Likert questions and then presented the 
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associated paired-choice questions. Version A is the “uncued” 
condition, because students were asked to indicate their agree-
ment with the Likert question before encountering the paired-
choice cue. A second version (version B) first presented partici-
pants with the paired-choice questions and then presented the 
original Likert statements. Version B is the “cued” condition, 
because students were exposed to the paired statements designed 
to cue their attention before encountering the Likert statements. 
In both versions, all participants were asked to “explain their 
choice” in writing after the second set of questions.

Data Collection
The assessment was administered online during the final week 
of the Fall semester introductory biology course. Students were 
emailed a link to the survey and awarded a small amount of 
extra credit for participating.

Each individual was first randomly assigned to version A 
(uncued) or version B (cued) and received a survey with a ran-
dom subset of six (two statements from each construal cate-
gory) of the 12 statements. Thus, each of the 12 construals was 
administered to a random subset of the total respondents.

Analysis of Agreement with Construal-Based Statements
We calculated the number of students who agreed with each of 
the 12 original construal statements (Table 1) on a Likert scale 
(combining the data for “agree” and “strongly agree”) for both 
version A (uncued) and version B (cued) of the assessment 
instrument.3 Because we were interested in comparing shifts in 
the number of individuals who agreed in each version of the 
survey, we used a chi-square test to compare count data in the 
cued and uncued versions.4

Analysis of Written Responses
We developed a coding scheme to analyze the content of stu-
dents’ written responses. Our aim was to describe the degree to 
which students’ responses communicated the construal logic. 
For each question, we first read through the data and created 
initial categories. We noticed that, across all 12 questions, some 
student responses explicitly rejected or reversed the construal 
logic. For example, “Species did not develop camouflage in 
order to hide from predators.” We coded these statements as 
rejecting the construal logic. For some statements, we noticed 
students rephrasing, effectively removing, the flawed construal 
without explicitly rejecting it. For example, “Natural selection 
leads to the rise of traits that help animals camouflage” removes 
the implication that need causes camouflage, replacing natural 
selection as the causal mechanism, but it does not clearly indi-
cate that the student noticed or intended to reject the flaw in 
the original statement. A third category of responses preserved 
or endorsed the construal logic. For example, “The primary rea-
son species develop camoflage [sic] is to evade and hide from 

predators easier” preserves the link between the development 
of camouflage and the need to evade predators. Finally, some 
responses were too difficult to categorize for various reasons: 
some were too short or vague; some were irrelevant to the 
intent of the original statement; some contained a mix of 
phrases that could be interpreted as rejecting or removing and 
also preserving. All of these statements were categorized as 
“unclear,” reflecting the fact that the coders agreed that there 
was insufficient information in the response to clearly assign it 
to any other category. Examples for each category for each of 
the 12 statements are provided in Table 2.

Using this coding scheme, both authors independently 
coded 20% of responses for each of the 12 prompts and then 
compared codes. Interrater reliability was consistently greater 
than 90%, and consensus was established through discussion. A 
single coder (M.S.) then coded the remaining responses.

Analysis of Consistency and Switching in Response 
Patterns
For each version of the instrument, students responded to three 
prompt types: the Likert, the paired choice, and a written expla-
nation. For each of the three, students could either endorse the 
construal by choosing to agree in the Likert, choosing the 
explicit formulation in the paired choice, or writing a response 
that was coded as preserving the construal. Students could 
oppose the construal by choosing to disagree in the Likert, 
choosing the corrected paired choice, and either rejecting or 
removing the construal logic in their written responses. Across 
all three prompts, there were therefore eight possible response 
combinations of endorsing or opposing the construal—two con-
sistent paths and six ways to switch.

We generated diagrams that traced response patterns of 
individuals for all questions for both version A and version B. 
Our aim was to determine, qualitatively, whether individuals 
were consistent, choosing or writing responses that always 
either endorsed or rejected the construal, or inconsistent, 
switching from endorsing to removing or rejecting the con-
strual. For ease of analysis, we removed any individuals who 
chose “neither” for either the Likert or paired choice and any 
individuals whose written response was coded as “unclear.” We 
then summed across individual questions to generate summary 
diagrams for each of the three construal types.

RESULTS
The results of our study are presented in aggregrate as well as 
broken down by each of the 12 statements. While we find the 
aggregated results to be compelling enough to raise doubts 
about the claim that students’ thinking is generally construal 
based, we urge readers to consider the variation in patterns 
among prompts in light of our larger claim that cognition is 
context sensitive. Our results should not be interpreted as 
attempting to show that cuing unilaterally erases any agree-
ment with construal statements. Rather, taking a dynamic, con-
text-sensitive lens on our data draws attention to how the spe-
cifics such as word choice, explicitness, and content can possibly 
influence how students respond to statements. We will high-
light some of the interesting qualitative patterns in these data in 
the Discussion of Study Results section, but to facilitate explora-
tion of the data, we have made the raw data available publicly 
(Gouvea and Simon, 2018).

3Owing to an error, version B was missing one question: “Genes turn on so that cells 
can develop properly.” We therefore have no “cued” responses to this statement.
4Note that there is some nonindependence in the data, because the subset of stu-
dents who received each statement was drawn from the same pool of 262. How-
ever, the random subsampling creates partial independence among subsamples. 
We therefore opted not to apply a Bonferroni correction for multiple nonindepen-
dent tests, though it is worth noting that doing so would put just one of the 
comparisons (homeostasis) below the significance threshold.
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TABLE 2. Examples of students’ written responses coded for how they expressed the construal logic

Statement and 
implication Reject Remove Preserve Unclear

Plants produce oxygen so 
that animals can 
breathe.

Implies that the need for 
animals to breathe 
causes plants to produce 
oxygen

“I think that the plants’ 
production of oxygen is 
just something that 
plants do, it is not 
driven by animals’ 
need to breathe.”

“I believe plants produce 
oxygen and then 
organisms use it to 
breathe.”

No student responses of 
this type

“Animals use oxygen in 
combination with 
glucose to produce 
energy and carbon 
dioxide.”

Species adapt to the 
environment in order 
to survive.

Implies that the need to 
survive causes 
adaptation

“Species do not choose to 
adapt in order to 
survive. Instead, the 
simple mechanics of 
whether an individual 
lives or dies determines 
the genes passed down. 
The need to survive 
creates the adaptation, 
not the organism.”

“A species that can adapt 
better or faster to its 
environment is more 
likely to survive.”

“Species all strive towards 
survival and ultimately 
reproduction. 
Therefore, doing 
everything physically 
possible is in their 
nature and therefore 
they adapt to their 
environment to the 
best of their ability in 
order to survive.”

“Depending on the 
meaning of adaptation, 
species can learn how 
to cope with changing 
situations, by changing 
their behavior.”

Many species develop 
protective “camou-
flage” to avoid 
predators.

Implies that the need to 
develop camouflage 
caused its development

“Species cannot decide to 
develop camouflage, 
camouflage is selected 
for because it helps 
them avoid predators.”

“‘Camouflage’ is a result of 
mutations that better 
mask the prey from 
their predators.”

“The primary reason 
species develop 
camoflage [sic] is to 
evade and hide from 
predators easier.”

“Because evolutionary 
science”

Genes turn on so that a 
cell can develop 
properly.

Implies that the need to 
develop properly causes 
genes to turn on

“Cells don’t have a ‘need’ 
to develop properly. If 
they happen to develop 
properly, they are not 
happier than if they 
were to develop 
improperly.”

“A cell can’t develop 
correctly without the 
proper code and 
directions. These come 
from genes. When the 
gene is on the cell can 
develop the right way 
by following the 
directions for 
development the gene 
codes for.”

“A cell cannot develop 
properly or specify 
without specific genes 
turning on. Genes turn 
on with the end 
purpose of proper 
development of cells.”

“I don’t understand this 
idea of genes turning 
on.”

Homeostasis keeps the 
body static and 
unchanging.

Implies that, because of 
homeostasis, the body 
does not change

“Homeostasis is the body’s 
way of adjusting to any 
outside changes. The 
body needs to change 
to maintain equilib-
rium.”

“The body is at homeosta-
sis at most times but 
can still grow and 
change.”

“Homeostasis keeps the 
body temperature, 
blood pressure, etc. the 
same without regards 
to the environment it is 
surrounded by.”

“Energy is still used in 
homeostasis.”

Apart from difference due 
to age and sex, 
members of the same 
species are essentially 
identical; any 
variability is biologi-
cally unimportant.

Implies that species are 
essentially invariant

“Variation among individu-
als in a population is 
essential for eventual 
evolution of a species.”

“Members of the same 
species can differ in 
ways other than age 
and sex, like in 
coloring/patterning of 
skin or fur. I don’t have 
enough information to 
say whether or not 
such differences would 
be biologically 
important or not.”

“Variations don’t really 
matter in the big 
picture.”

“I honestly think it 
depends of [sic] the 
species, and the 
observers[’] knowledge 
of the species. To me, 
all humans look 
different, all dogs look 
different. But all 
squirrels look the same 
to me. But I know a lot 
more about humans 
than I know about 
squirrels.”

Continued
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Statement and 
implication Reject Remove Preserve Unclear

Different cells in an 
organism (e.g., skin, 
muscle, nerve) contain 
different DNA.

Implies that DNA must be 
different to determine 
different cellular 
functions

“All cells contain the same 
DNA, they just differ by 
which genes are 
expressed.”

“They just express them 
differently.”

“Everything has a different 
function, and if shape 
determines function, 
then the shape/
sequence of DNA must 
be different.”

“Mutations could probably 
occur that give them 
the same sequence.”

Without outside influ-
ences, ecological 
communities will 
remain stable 
indefinitely.

Implies that ecological 
communities are 
essentially static

“Outside factors influence 
an ecological 
community. They’re 
rarely consistently 
stable because 
everything is intercon-
nected and they rely on 
so many other 
organisms.”

“Organisms die and are 
born. Species can 
migrate to other 
locations. These are 
examples of changes 
that could happen in 
ecological community.”

“Ecological communities 
stay stable through 
their own processes.”

“ex. predator-prey graphs”

Humans have caused the 
majority of extinctions.

Implies that human agency 
is overly important

“The earth has existed far 
longer than humans 
have inhabited it. 
Humans are probably 
only a partial cause of 
a TINY portion of 
earth’s extinctions.”

“Other factors, such as 
predators and lack of 
resources, can cause 
extinction.”

“Directly or indirectly, 
we’ve definitely caused 
a large number of 
extinctions. (record 
numbers, I read this in 
an article some-
where).”

“Some extinctions are 
natural occurrences.”

Plants get their food from 
the soil.

Implies the plants, like 
humans, eat food

“Plants do not eat in the 
same way humans do. 
They absorb nutrients 
through the soil, but do 
not digest and 
consume soil.”

“They get their energy 
from the sun, 
molecules to store 
energy from air and 
soil (water) and 
nutrients from soil.”

“Plants use soil to obtain 
nutrients, i.e., soil is 
their food.”

“Plants need to get their 
form of energy some 
how.”

The heart decides how 
much blood is needed 
throughout the body 
and adjusts the rate at 
which it beats 
accordingly.

Implies that the heart, like 
humans, is capable of 
deciding

“The heart cannot think of 
its own accord.”

“Heartbeat is controlled by 
its myogenic muscle 
contraction, nerves (SA 
node & AV node), 
hormones such as 
adrenaline secreted by 
the brain.”

No student responses of 
this type

“Other parts of the body 
affect the heart.”

Competition between 
organisms involves 
direct, aggressive 
interactions.

Implies that all or most 
organisms are, like 
humans, aggressive

“Species often compete for 
resources, which is 
rarely direct.”

“There are so many other 
types of competition. 
ex. food competition, 
living space competi-
tion, mating competi-
tion.”

“Aggression is always in 
ecosystems because 
organisms must fight 
for limited resources.”

“This is evident from the 
behavior of living 
things to survive.”

Patterns of Agreement with Original Statements in Cued 
versus Uncued Conditions
For the teleological statements (Figure 1), we found relatively 
high levels of agreement with the original misconception state-
ments (Table 1) when students were uncued. For example, 
more than 75% of students agreed with the Species Adapt and 
Camouflage questions, and more than 30% agreed with the 
Plants Oxygen question. In contrast, we found that, for three of 
the four teleological statements, students who were cued first 
were significantly less likely to agree (Plants Oxygen, χ2 = 
54.53, n = 51, df = 5; Species Adapt, χ2 = 56.13, n = 58, df = 5; 

Camouflage, χ2 = 69.91, n = 53, df = 5). No data were available 
for the cued version of the Genes question.

For the anthropocentric statements (Figure 2), when stu-
dents were uncued, we found varying levels of agreement 
with the original misconception statements (Table 1), ranging 
from about 25% for the Extinctions question to greater than 
80% for the Competition question. For all four statements, 
students were less likely to agree when first cued with the 
paired-choice question; this difference was significant in three 
of four statements (with the difference in the Extinctions 
prompt not statistically significant; competition, χ2 = 152.99, 

TABLE 2. Continued



17:ar34, 12  CBE—Life Sciences Education • 17:ar34, Summer 2018

J. S. Gouvea and M. R. Simon

Construal Content in Written Responses
Our analysis of written responses involved describing how stu-
dents’ formulations treated the problematic logic of each con-
strual type (Table 2). A summary of these responses by prompt 
is presented in Table 3. Across all questions, students’ written 
responses most often reflected explicit rejection of the construal 
content (43% on average), communicating that they noticed 
the flaw and did not intend to endorse it. An additional 34% of 
students wrote written responses in which they removed the 
problematic nature of the implied construal. Fifteen percent of 
students’ responses could not be unambiguously categorized, 
and only 8% of responses on average contained any evidence of 
preserving the problematic construal logic.

Written responses reflected rejection or removal most often 
for essentialism and least often for teleology. Responses that 
preserved construal logic occurred most often for teleology and 
least often for essentialism.

The proportion of students who rejected, removed, and pre-
served the implied construal varied from question to question 
within each construal category (Table 3). For example, zero 
responses preserved the construal in the Plants Oxygen and 
Heart Decides questions, while greater than 20% and 13% pre-
served the flaws in the Species Adapt and Plants Eat questions, 
respectively.

Patterns of Consistency and Switching in Individual 
Response Paths
In this section, we describe the response patterns for respon-
dents who took versions A and B. Diagrams depicting how indi-
viduals’ responses shifted for each question are provided in 
the Supplementary Material (Supplemental Figures S1–S3). 
Because of the similarity in response patterns within each 
construal type, we describe the patterns for each construal in 
aggregate (Figure 4, a–c).

In version A, students were initially uncued. As predicted, 
once cued, many students switched from endorsing to opposing 
the construal. For teleological (Figure 4a) and anthropocentric 
(Figure 4b) construal types, students initially agreed more than 
they disagreed in the Likert questions. More than 50% of these 
respondents shifted from initial agreement with the construal 

n = 62, df = 5; Heart Decides, χ2 = 37.92, n = 62, df = 5; Plants 
Eat, χ2 = 9.73, n = 62, df = 5; Extinctions, χ2 = 4.04, n = 57, 
df = 5).

For the essentialist statements (Figure 3), students were less 
likely to agree with the original misconception statements 
(Table 1) in the uncued condition than for the other two con-
strual categories (less than 50% agreement for all questions). 
The Homeostasis statements followed a pattern similar to the 
other two construals, with higher levels of agreement in the 
uncued condition and significantly less agreement in the cued 
condition (χ2 = 41.11, n = 61, df = 5). For two statements, DNA 
Cells and Variation, we found low levels of agreement (less than 
20%) in both uncued and cued conditions. Differences were not 
statistically significant. The Ecosystems question showed the 
reverse trend, with statistically more students agreeing in the 
cued condition than in the uncued condition (χ2 = 37.27, n = 
61, df = 5).

FIGURE 1. Percent agreement with teleological construal 
statements in uncued Likert and cued Likert conditions. Counts 
were compared using a chi-square test; *, p < 0.05. Owing to a 
technical issue with the online instrument, no data were collected 
for Genes version B (cued). Version A participants (uncued) agreed 
with the statement 16% of the time (n = 56).

FIGURE 2. Percent agreement with anthropocentric construal 
statements in uncued Likert and cued Likert conditions. Counts 
were compared using a chi-square test; *, p < 0.05.

FIGURE 3. Percent agreement with essentialist construal state-
ments in uncued Likert and cued Likert conditions. Counts were 
compared using a chi-square test; *, p < 0.05.
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statement to choosing the corrected construal in the paired 
choice (first set of downward arrows). The most dramatic exam-
ple of this pattern is the large proportion (nearly 50%) of stu-
dents who initially agreed with the statement “Plants produce 
oxygen so that animals can breathe,” but universally avoided 
the statement “The reason plants produce oxygen is so that ani-
mals can breathe it” (no students who chose “agree” chose the 
explicit construal; Supplemental Figure S1). Students tended 
not to agree with essentialist prompts initially, even without 
cuing (Figure 4c). Nevertheless, more than 50% of students 
switched once cued in version A.

A smaller number of respondents switched to rejecting or 
removing the construal in their written responses after both 
agreeing with the construal statement in the Likert question 
and choosing the more explicit construal in the paired choice 
(second set of downward arrows) (Figure 4, a–c). The net 
effect of this switching in all three construal types is that most 
of the students who initially agreed with the construal state-
ment either rejected or removed it in their written responses. 
That is, overall levels of endorsement decreased as students 
proceeded through the three questions (decreasing size of 
white circles).

In contrast, very few respondents (at most five within essen-
tialism) in version A switched from disagreeing with the con-
strual to later endorsing or accepting it (upward arrows) (Figure 
4, a–c). Most of the respondents who initially disagreed with the 
construal statement continued to show evidence of opposing the 
construal by choosing the corrected construal in the paired 
choice and rejecting or removing the construal language in their 

written responses (horizontal black arrows). The net effect is an 
increasing number of responses that oppose the construal across 
the prompts for all construal types (increasing size of black 
circles).

In version B, respondents first answered the paired-choice 
question and were more likely to initially choose the corrected 
construal over the explicitly flawed construal statement (Figure 
4, a–c). If students chose the corrected statement, they tended 
to continue to oppose the construal, disagreeing with the Likert 
statement and rejecting or removing the flawed construal logic 
in their written responses (black horizontal arrows).

Some students who took version B switched from opposing 
the construal to later endorsing it (black upward arrows) 
(Figure 4, a–c). Roughly 10% of students who initially chose the 
corrected choice in the pair, switched to agreeing in the Likert 
question (first set of upward arrows). Many of these switchers, 
switched again, rejecting or removing the construal in their 
written responses (second set of downward arrows). The net 
pattern shows once again that overall endorsement decreases 
and overall opposition increases across the prompts in both ver-
sions A and B.

DISCUSSION OF STUDY RESULTS
Coley and Tanner (2015) claimed that agreement with and cor-
responding expressions of construal phrasing in written 
responses was evidence that construal-based frameworks drive 
thinking in biology undergraduates. Our findings challenge this 
interpretation in three ways. First, we found that students cued 
with explicit construal formulations were less likely to agree 

TABLE 3. Frequency (in percent) of types of qualitative responses for each prompt, combining versions A and B

Reject Remove Preserve Unclear N

Teleology
Plants produce oxygen so that animals can breathe. 58.8 34.2 0 7.0 114
Species adapt in order to survive. 24.1 34.8 20.5 20.5 112
Many species develop protective “camouflage” to avoid predators. 28.7 36.1 11.1 24.1 108
Genes turn on so that a cell can develop properly. 26.0 44.0 12.0 18.0 50
Mean 34.4 37.3 10.9 17.4

Anthropocentrism
Humans have caused the majority of extinctions. 62.3 14.0 6.1 17.5 114
Plants get their food from the soil. 34.5 44.5 13.6 7.3 110
The heart decides how much blood is needed throughout the body and 

adjusts the rate at which it beats accordingly.
39.3 44.7 0 17.9 117

Competition between organisms involves direct, aggressive interactions. 25.4 56.1 5.3 13.2 114
Mean 40.4 39.8 6.3 14.0

Essentialism
Homeostasis keeps the body static and unchanging. 49.6 36.3 8.0 6.2 113
Without outside influences, ecological communities will remain stable 

indefinitely.
46.4 22.7 8.2 22.7 110

Apart from differences due to age and sex, members of the same species are 
essentially identical; any variability is biologically unimportant.

40.5 39.6 8.1 11.7 111

Different cells in an organism (e.g., skin, muscle, nerve) contain different 
DNA.

80.7 0.9 4.4 14.0 114

Mean 57.1 33.6 7.2 14.1

Overall mean 43.0 34.0 8.1 15.0

Overall SD 17.5 15.0 5.8 6.1
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with the original misconception statements than those who 
were not cued. Second, we found very low levels of constru-
al-preserving language in written responses; instead, after 
seeing both sets of questions, students overwhelmingly rejected 
or removed the problematic formulations. Third, we found pat-
terns of switching in students who agreed with the construal 

formulations initially, with a large propor-
tion of these students choosing the cor-
rected statement and removing or rejecting 
the problematic construal content in their 
written responses. A framework model of 
cognitive construals cannot easily explain 
these results, most simply because such a 
model would not predict that more explicit 
construal formulations (or any context-spe-
cific effects) would change patterns of 
agreement. To explain these patterns, we 
need to look more carefully at how context 
may be influencing student responses.

In the remainder of this section we dis-
cuss how dynamic, context-sensitive mod-
els can offer possible explanations for our 
results, and we provide an alternative 
interpretation of Coley and Tanner’s 
(2015) original data. We specifically 
address possible context-sensitive explana-
tions for three patterns: 1) students’ initial 
agreement with misconception statements 
(in our study and in Coley and Tanner’s 
original study), 2) the lower percentage of 
agreement in cued versus uncued students 
in our study, and 3) students who contin-
ued to express agreement even with cuing 
in our study.

Explaining Initial Agreement with 
Construal-Based Formulations
Like Coley and Tanner (2015), we found 
relatively high levels of initial agreement 
with many of the original 12 statements, 
especially those that were teleological and 
anthropocentric (Figures 1–3). In this sec-
tion, we consider various aspects of con-
text that could explain this pattern.

Students May Have Been Agreeing with 
Valid Biological Relationships. In our 
description of teleology, anthropocen-
trism, and essentialism, we discussed 
how each type of construal is a collection 
of ideas, some of which are valid and 
some of which can be problematic. Teleol-
ogy, for example, includes valid ideas 
about function along with problematic 
ideas about intentionality. Ojalehto et al. 
(2013) proposed that a tendency to notice 
valid functional relationships among 
organisms could explain agreement with 
teleological formulations without com-
mitting people to the flawed causality.

Recognizing and agreeing with valid biological relation-
ships could explain some of the initial agreement with teleo-
logical statements we found in undergraduates. For example, 
agreement with statements like “Plants produce oxygen so that 
animals can breathe” may reflect students taking on a rela-
tional perspective. Viewed from the perspective of animals, a 

FIGURE 4. Path diagrams tracing number of individuals through each of three prompts 
for (a) teleology, (b) anthropocentrism, and (c) essentialism. White circles indicate number 
of responses that endorse (chose “agree” in Likert and/or amplified construal in paired 
choice) or express acceptance of construal in written response. Black circles indicate 
number of responses that oppose (chose “disagree” in Likert and/or corrected construal in 
paired choice) or reject or remove construal in written responses. Size of circles scaled to 
number of respondents. Arrows indicate number of respondents following each response 
path scaled to the number of respondents. Downward arrows show number of respon-
dents switching from endorsing to rejecting construal. Upward arrows show number of 
respondents switching from rejecting to endorsing construal. Horizontal arrows show 
number of students who are consistent in either endorsing or rejecting construal across 
prompts.
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function of plants is to produce the oxygen they need to 
breathe. Additional support for this interpretation comes from 
students’ written responses. For this statement, all students 
either rejected or removed the teleological causality in their 
written explanations (Table 3). At the same time, most 
acknowledged the valid functional dependency, writing, for 
example, “Oxygen is a byproduct of the photosynthesis reac-
tion. Animals do not force plants to undergo photosynthesis, 
but they benefit from it.”5 This response, which was written by 
a student who initially agreed with the misconception state-
ment before the forced choice, rejects the idea that animals 
caused (“forced”) plants to produce oxygen. Yet it acknowl-
edges the validity of relationship by stating both that plants 
produce oxygen and that animals benefit.

Similarly, many students acknowledged the relationship 
between adaptation and survival generally, and camouflage and 
predator avoidance specifically, without agreeing that need was 
the causal driver in either case. Instead, in line with Southerland 
et al. (2001), students often appeared to use the idea of need to 
indicate the potential benefits of adapting. For example, “as the 
natural selection of species took place, those animals that could 
adapt and have camouflage were the ones who survived—thus 
there was a need for them to adapt.” While this student’s response 
includes the phrase “there was a need for them to adapt,” there 
is no evidence of flawed causality here. “Need” refers to the ben-
eficial consequence of adapting, not the cause.

The general idea that students may be attending to valid 
ideas can also explain agreement with anthropocentric and 
essentialist statements. For example, initial agreement with 
“The heart decides how much blood is needed throughout the 
body and adjusts the rate at which it beats accordingly” could 
reflect noticing the role the heart plays in regulating blood flow 
and failing to notice the anthropocentric implication that the 
heart does this consciously. Agreement with the statement 
“Homeostasis keeps the body static and unchanging” could 
indicate attention to the function of homeostasis, to keep body 
conditions within a narrow range, without agreement with the 
essentialist implication that the body is maintained in a con-
stant invariant state.

Within each of the 12 statements, it is possible to find sensi-
ble biological interpretations, and we argue that one explana-
tion for student agreement with these statements is that they 
may have noticed and agreed with such interpretations.

Students May Have Agreed Because They Lacked or Misap-
plied Specific Knowledge. Another possible source of agree-
ment with initial statements could stem from a lack or a misap-
plication of specific knowledge. For example, rather than 
agreeing with the statement “Humans have caused the majority 
of extinctions” because of anthropocentrism, students may not 
have known, remembered, or correctly applied the relevant 

facts about extinctions. There is evidence that this may have 
been the case for some students. For example,

I don’t know the exact figure, but I believe human-induced 
habitat changed [sic] has caused 80% of all extinctions. In just 
a couple centuries, we have destroyed half the world’s forests, 
and over a hundred species go extinct daily (if I’m recalling my 
trivia correctly). Although previous mass extinctions were 
enormous, humans have managed to kill off more animals 
through habitat destruction over a period of a couple hundred 
years.

This student was attempting to use facts (80% of all extinc-
tions) to answer the question, but appears to be applying this 
statistic incorrectly, using it to support the claim that current 
extinctions outnumber past extinctions. Other students who 
agreed with the original statement also cited correct evidence 
about human-induced effects like habitat destruction or climate 
change to support their agreement, but may have been applying 
these ideas incorrectly.

Agreement Due to Confusion or Misinterpretations of Initial 
Statements. A third source of initial agreement may have 
stemmed from difficulties interpreting some of the original 
prompts. Continuing with the extinction example above, it 
appears that students may have been confused about how to 
interpret the statement “Humans have caused the majority of 
extinctions,” because it does not specify a time period. The 
statement could be interpreted as true if one is considering 
recent history, but is not true over longer geological periods. It 
is difficult to know for sure how students were interpreting this 
statement, but our point again is only that misinterpretation is 
a possible alternative explanation. This casts doubt on the 
conclusion that students are anthropocentric thinkers more 
generally.

A similar issue may explain the relatively high proportion of 
initial agreement (greater than 90%) with “Competition 
between organisms involves direct, aggressive interactions.” For 
the other three anthropocentric statements, uncued agreement 
was less than 50% (Figure 2). Like the Extinctions statement, 
the Competition statement is vague—it does not specify with 
what frequency competition is direct and aggressive. Therefore, 
it would have been reasonable for a student to agree, even if he 
or she only meant that some instances of competition are direct 
(which is true). The large drop-off in agreement (27 out of 
30 of respondents in version A agreed and then removed/
rejected; Supplemental Figure S2) combined with students’ 
tendency to specify frequency in their written responses (e.g., 
“Some interactions are aggressive, but most probably aren’t.”) 
support this interpretation.

Another statement that seemed to cause confusion for stu-
dents was “Without outside influences, ecological communities 
are essentially stable.” Some students explicitly expressed their 
confusion over how to interpret the clause “without outside 
influences.” One student wrote, “Ecological systems are almost 
always influenced by outside factors, so it is difficult to deter-
mine what would actually happen if there were no outside 
influencers.” Another wrote, “Although impossible to get rid of 
outside influences (for example I consider the sun an influ-
ence). If everything were to stay constant there would be no 

5We have opted not to conduct a full analysis of students’ written responses because 
it was not our purpose to make claims about what students were thinking as they 
responded to these statements. As we explain in the Implications for Research on 
Student Cognition section, we think there are better methods for addressing those 
questions. Our purpose here is to use examples of students’ written responses to 
illustrate the plausibility of interpretations other than those that claim students are 
reasoning from stable construal frameworks. We also include a link (https://doi 
.org/10.7910/DVN/YCXJ6Q) to the full data set for interested readers.

https://doi.org/10.7910/DVN/YCXJ6Q
https://doi.org/10.7910/DVN/YCXJ6Q


17:ar34, 16  CBE—Life Sciences Education • 17:ar34, Summer 2018

J. S. Gouvea and M. R. Simon

reason for it to change.” This example illustrates the difficulty in 
deciding what should count as an influence that is “outside” an 
ecosystem, because ecosystems are not closed systems. In this 
instance, the student chose to agree with the statement, appeal-
ing to the hypothetical scenario in which all influences could be 
removed, but appears to correctly understand that ecosystems 
are not static.

That some students may not understand prompts in the way 
researchers intend is part of the methodological challenge of 
trying to make inferences about cognition from patterns of 
responses to multiple-choice or short-answer questions. Just as 
children may be confused when they are asked, “What is a tiger 
for?,” undergraduates in this study may have been confused 
about what the questions they were being asked were really 
trying to get at. We elaborate on how to address this research 
challenge in the Implications for Research on Student Cognition 
section.

Explaining Lower Levels of Agreement in Cued Students
Students who were cued first (version B) agreed less with the 
original misconception statements than uncued students (ver-
sion A) in seven of 11 cases (Figures 1–3). This result suggests 
that many students are not stably committed to what those 
statements imply—their tendency to agree can be perturbed by 
the cue. We examine two possible mechanisms for how the cue 
may have changed response patterns.

Cuing Drew Students’ Attention to the Flaw in Initial State-
ments. One interpretation is that the cuing statements drew 
students’ attention to the flawed implication in the original 
statements that they otherwise may have missed. This interpre-
tation builds on the explanation that initial agreement may 
have occurred because students saw the valid, but not the 
flawed, implication of the misconception statements. When the 
problematic nature of the statement was highlighted, students 
could see past the valid relationship to notice and often reject 
the flaw. Each of the more explicitly worded teleological cuing 
statements (Table 1), for example, calls out the flawed need-
based causality. That students noticed and rejected this flaw is 
supported by their rejection of it in written responses like 
“Plants do not produce oxygen with the sole purpose of sup-
porting animals,” “Species do not choose to adapt,” or “It’s not 
correct to say they develop the camouflage for a definite 
purpose.”

Noticing the flaw could have also reduced agreement with 
anthropomorphic prompts that falsely attributed human char-
acteristics to the heart, plants, or competition (Table 1). For 
example, for the Heart Decides statement, the explicit prompt 
highlighted the incorrect attribution of decision making to the 
heart. In written statements, students rejected this idea, writing 
responses like “The heart doesn’t make informed decisions.”

While agreement with essentialist statements was generally 
lower than with teleological or anthropocentric statements, 
cuing may have drawn students’ attention to the flawed impli-
cation of a static unchanging body in the Homeostasis state-
ment specifically. Those responses coded as “rejecting” the 
essentialism for this prompt rejected the idea that homeostasis 
literally meant that the body would not change at all. For exam-
ple, “Homeostasis just means that processes and conditions are 
in balance, not that they are static.” Some students also 

described change as a normal part of homeostatic regulation, 
writing statements such as “The body needs to change to main-
tain equilibrium.”

Students Were Alerted to the Absurdity of the Cuing 
Statements. Another possible explanation is that students saw 
the cuing statements as obviously wrong or absurd, and this 
caused them to reject the original statements as well. We will 
briefly explore that possibility using the example of the cuing 
statement “Plants eat soil, it is their food,” a more absurd ver-
sion of the statement “Plants get their food from the soil.”

A student who took version B of the survey would encounter 
the more absurd prompt first. That student might then reject the 
statement “Plants get their food from the soil” to avoid any 
association with the implication that plants literally eat soil. 
While we cannot completely rule out this possibility, we do not 
think it is a likely explanation for most students. If the only 
reason for disagreeing with the original prompt was to avoid 
association with “Plants eat soil,” we would expect written 
responses to only reflect rejection of that absurdity (i.e., plants 
do not eat soil). We do not see these types of responses. Very 
few students even bothered to dispute the idea that plants eat 
soil. Instead, most made arguments about plants getting “food” 
through photosynthesis. Other students, apparently attending 
to the valid idea that plants do get something from the soil, 
emphasized that it is not “food” but “nutrients” that plants 
absorb from the soil.

We have provided two possible mechanisms by which the 
cue would have altered response patterns: it may have specifi-
cally drawn students’ attention to the flawed teleological, 
anthropocentric, or essentialist content or more generally 
caused students to read the misconceptions statements more 
critically. Either way, that a cue could change patterns of agree-
ment challenges the claim that students are generally reasoning 
using stable teleological, anthropocentric, or essentialist 
frameworks.

Explaining Patterns of Agreement Despite Cuing
In our data, a small subset (about 10% on average) of stu-
dents consistently chose to agree, chose the incorrect paired 
choice, and then wrote a response that preserved the construal 
implication (Figure 4, a–c). As we have explained, factual 
errors, confusion or even valid thinking can explain some of 
this endorsement. Could stable flawed frameworks explain 
some of it?

We do not believe a clear answer is supported by our data. If 
we consider individual student responses, even the strongest 
endorsements of the construal logic do not provide a clear pic-
ture of what students are thinking. To illustrate this challenge, 
consider the response “Species have an innate drive to survive, 
and therefore lack of resources or a change in the environment 
will cause them to produce offspring that favor the environmen-
tal changes.” This response states that the “drive to survive” 
causes species to produced better-adapted offspring. But what 
does this statement allow us to infer about what the student is 
thinking? Does the student believe that, when faced with 
adverse conditions, organisms can willfully produce offspring 
that will be favored under those conditions? It seems unfair to 
come to this conclusion without first asking some basic fol-
low-up questions (e.g., How would they produce better-adapted 
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offspring?). Nor does this single response tell us much about 
whether this student would use need-based reasoning more 
generally. We would want more data about how this student is 
thinking about related scenarios.

We happen to have data on how this particular student 
responded to the related Camouflage question. This student 
received version A of the survey and initially agreed with the 
statement “Many species develop protective ‘camouflage’ to 
avoid predators.” Later, this student chose the corrected choice 
“Having protective ‘camouflage’ allows species to avoid preda-
tors” over “The need to avoid predators is what causes species 
to develop protective ‘camouflage.’” Finally, the student wrote 
in explanation of this choice, “Camoflauge [sic] protects spe-
cies from predators because they have adapted and it increases 
their chances of survival.” In this response, we no longer see 
evidence of need-based inheritance that we saw in the species 
example. As written, the development of camouflage seems to 
precede, not follow from, survival. So what does this student 
“really” think? Our larger point is that thinking is not the 
straightforward expression of structures in the mind; it is an 
act of construction, building from knowledge that is activated 
and assembled in particular situations. To understand that pro-
cess, we need research methods that attend to how the partic-
ularities of context influence the patterns of thinking that 
emerge.

IMPLICATIONS FOR RESEARCH 
ON STUDENT COGNITION
Our main purpose in this article has been to argue from a 
dynamic, context-sensitive perspective on cognition. Taking this 
view creates both a challenge and an opportunity for biology 
education researchers. The challenge, as we have attempted to 
illustrate with the example of cognitive construals, arises from 
the realization that instances of incorrect statements may not 
tell us very much about the nature of student cognition more 
generally (Smith et al., 1994). This challenge points to a 
research opportunity—investigating the dynamics of students’ 
thinking. If students’ thinking can be influenced by context, 
then we can investigate when and how.

Recent work in biology and chemistry education has begun 
to examine some of the effects of context on student thinking. 
Some studies have found that different content examples can 
cue up different patterns of thinking for students (e.g., Teichert 
et al., 2008; Taber and García-Franco, 2010; Talanquer, 2010; 
Nehm and Ha, 2011). For example, Talanquer (2010) found 
that, within the general content area of colligative properties, 
students were more likely to use teleological language to 
explain the phenomenon of osmosis (e.g., “the water needs to 
reach equilibrium”) but more likely to use mechanistic language 
to explain the phenomenon of boiling point elevation (e.g., “the 
salt has stronger bonds that need to be broken”). Both phenom-
ena are related to the concentrations of molecules or ions in 
solution, yet in one case, students largely ignored molecu-
lar-level entities, and in the other case, students referred to 
molecular-level mechanisms in their explanations. This phe-
nomenon-level variation suggests that undergraduates are not 
unilaterally teleological in their chemistry thinking, but that the 
specifics can matter for what ideas they bring to bear.

A recent study by Hubbard et al. (2017) examined how the 
format and structure of assessments can influence the ideas 

students share. These authors compared the ideas students 
endorsed in multiple true–false formats with the ideas they 
wrote in open-ended responses. They found that students 
shared fewer ideas in their written responses than they were 
willing to choose in the multiple true–false. This pattern was 
true for both correct and incorrect ideas. This result raises 
interesting questions about what to infer about students’ cog-
nition from different assessment formats. On the one hand, 
multiple true–false formats provide more information about 
the ideas students are willing to choose. However, this format 
could be prompting students to make choices that are not rep-
resentative of how they think all, or even most, of the time. 
On the other hand, open-ended response formats may elicit 
ideas that are more salient to students, but these assessments 
risk missing ideas that students do not choose (or are not 
cued) to share. From a dynamic perspective, neither is strictly 
more diagnostic; each method measures thinking under dif-
ferent conditions, providing different information about how 
students are thinking.

The variation in student thinking patterns described by these 
studies highlights the need to study biological thinking as a 
dynamic process that unfolds in interaction with the surround-
ing environment. An important area for future research is to 
understand these dynamics by expanding the unit of analysis to 
include minds “situated” in contexts (e.g., Greeno, 1997; Bang, 
2015; Saxe et al., 2015). Such work will require a greater focus 
on methods that study individuals across contexts and over 
longer periods of time.

IMPLICATIONS FOR BIOLOGY INSTRUCTION
One implication of the argument against stable frameworks for 
biology instruction is that deeply held cognitive construals are 
not likely to be a problem that instructors need to spend time 
addressing. Students may initially agree with teleological, anthro-
pocentric, or essentialism statements, but we find it unlikely that 
students are strongly committed to these lines of thinking.

A second implication is to consider how the context of 
assignments or tasks influence student thinking and to be con-
scious of these effects in instructional design. In the classroom 
conversation about leaves changing color, Louca et al. (2004) 
posited that students did not provide mechanistic explanations 
because they did not see the need to. This suggests that instruc-
tors may need to provide more guidance about what kinds of 
explanations are expected and what counts as a mechanistic 
explanation. As the Louca et al. (2004) study illustrates, third-
grade students can attend to mechanism once they understand 
this to be the kind of conversation they are having.

The amount and nature of guidance needed to support stu-
dents in attending to mechanism may differ by phenomenon. 
Returning to the chemistry example from Talanquer (2010), it 
seems clear that students are capable of reasoning about mole-
cular mechanisms, but they may need additional support know-
ing how and when to apply molecular-level ideas to a particular 
phenomenon like osmosis.

A dynamic view of cognition emphasizes how the challenge 
of instruction can change, sometimes in unexpected ways, as 
the specifics of the learning environment change (e.g., Ham-
mer, 1996). Once again, this can viewed as an opportunity to 
understand how to design learning contexts to draw out latent 
patterns of productive thinking from students.
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CONCLUSION
Building on a trajectory of work in cognitive developmental 
psychology, Coley and Tanner (2012, 2015) proposed that a 
general feature of human cognition, cognitive construals, could 
explain a variety of common difficulties observed in biology 
classrooms. We offer an alternative interpretation of these diffi-
culties—that they are reflective of the context sensitivity of stu-
dent cognition. In this, we build on a growing body of research 
suggesting that human cognition is generally dynamic and sen-
sitive to context. We argue that a much-needed area for future 
research in biology education should involve new theoretical 
work and new methodological approaches aimed at under-
standing these dynamics and their impacts on learning and 
instruction in biology.
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HIGHLIGHTS:

Results presented here challenge the idea that teleological, anthropocentric, and essentialist statements are evidence of deeply held 
intuitive cognitive frameworks. An alternative perspective of cognition as dynamic and context dependent is proposed.


