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Reproducible quantification of large biological cohorts is critical
for clinical/pharmaceutical proteomics yet remains challenging
because most prevalent methods suffer from drastically declined
commonly quantified proteins and substantially deteriorated
quantitative quality as cohort size expands. MS2-based data-
independent acquisition approaches represent tremendous ad-
vancements in reproducible protein measurement, but often with
limited depth. We developed lonStar, an MS1-based quantitative
approach enabling in-depth, high-quality quantification of large
cohorts by combining efficient/reproducible experimental procedures
with unique data-processing components, such as efficient 3D
chromatographic alignment, sensitive and selective direct ion current
extraction, and stringent postfeature generation quality control.
Compared with several popular label-free methods, lonStar exhibited
far lower missing data (0.1%), superior quantitative accuracy/
precision [~5% intragroup coefficient of variation (CV)], the widest
protein abundance range, and the highest sensitivity/specificity
for identifying protein changes (<5% false altered-protein discov-
ery) in a benchmark sample set (n = 20). We demonstrated the
usage of lonStar by a large-scale investigation of traumatic injuries
and pharmacological treatments in rat brains (n = 100), quantify-
ing >7,000 unique protein groups (>99.8% without missing data
across the 100 samples) with a low false discovery rate (FDR), two
or more unique peptides per protein, and high quantitative pre-
cision. lonStar represents a reliable and robust solution for precise
and reproducible protein measurement in large cohorts.

quantitative proteomics | label-free quantification | MS1 ion current-based
methods | large-cohort analysis | missing data

or clinical and pharmaceutical proteomics studies, analysis of

large biological cohorts is necessary to alleviate the impacts of
high biological variability of animal/human subjects and enhance
the reliability of quantification (1-3). Label-free approaches thus
appear to be an attractive option because of a theoretically un-
limited number of samples quantifiable in one batch, as well as
more flexible and cost-effective sample preparation procedures
(4-7). In reality, however, label-free quantification of large co-
horts remains challenging despite the recent advancements in
liquid chromatography (LC)-MS instrumentation and informatics
efforts. Common issues include compromised quantitative accu-
racy and precision because of the typically remarkable experi-
mental variations without using internal calibration measures (4, 8,
9), as well as snowballing missing data levels as the sample number
increases (10, 11). These two problems severely undermine the
quality of protein quantification and elevate false-positive dis-
covery of significant protein changes, impeding appropriate in-
terpretation of biological relevance (12, 13).

One primary source for diminished quantitative quality is the
stochasticity of data-dependent acquisition (DDA) (14), which leads
to the undersampling of ions low in abundance. Commonly prac-
ticed DDA features, such as dynamic exclusion, devised to enhance
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identification depth, can also compromise MS2 spectra quality (15,
16). Consequently, most MS2-based quantitative approaches [e.g.,
spectral counting (SpC), MS2 ion currents (ICs) (10, 15, 17, 18)]
suffer from suboptimal reproducibility for lower abundance pep-
tide species, resulting in a high missing data rate (e.g., 20-50% of
proteins have missing data in sample sets with sizes from 6 to 20
replicates, and a markedly worse rate as cohort size enlarges) when
analyzing a large number of samples (13, 19). MS2-based data-
independent acquisition (MS2-DIA) approaches, with sequen-
tial window acquisition of all theoretical fragment ion spectra
(SWATH)-MS as the most prominent example, profoundly allevi-
ate missing data (<10%) in large-scale proteomics experiments by
triggering MS2 scans in a mass-to-charge ratio (m/z) window-based
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manner (10, 20, 21). Although MS2-DIA strategies represent a
tremendous advancement in reproducible protein measurement,
problems include difficulties in interpreting MS2 spectra typically
containing multiple cofragmented precursors (22) and limited quan-
titative depth using spectral library-based peptide identification (23).
Methods such as spectral library-free identification approaches [e.g.,
PECAN, DIA-Umpire, DirectDIA in Spectronaut Pulsar (24, 25)]
have been developed to promote MS2-DIA performance, but
the data quality for large-cohort analysis has yet to be examined.

An alternative strategy to improve quantitative quality is MS1
IC-based methods, which acquire peptide precursor ICs as
quantitative features, completely independent of MS2. Fre-
quently, an MS1 quantitative feature is identified by the retention
time (RT) and high-resolution m/z of a precursor ion, and is ac-
quired across all samples (26), while MS2-DDA is merely employed
to assign a peptide identification (ID) to extracted MS1 features.
Hence, a peptide can be quantified in the entire dataset even with
only one successful MS2 identification [i.e., peptide-spectrum match
(PSM)] across all runs; this feature, when combined with the use of
high-resolution MS, provides much improved sensitivity compared
with MS2-based methods (27). MS1-based methods thereby hold
high potential for sensitive and reproducible peptide measurement
in larger sample sets (28-30). Quintessential examples of MS1-
based quantitative packages are MaxQuant and OpenMS, which
are excellent pipelines and have been widely employed in label-
free quantitative proteomics studies. Other examples include
Proteome Discoverer, Skyline, Platform for Experimental Proteo-
mics Pattern Recognition (PEPPeR), Census, and Superhirn (31).
However, it turns out that missing data rates returned from these
MS1-based methods still range from 10 to 20% with 10-20 rep-
licates and become dramatically higher with larger sample
numbers (10, 17). More recently, several MS1-based quantitative
packages reported a low rate of missing data for quantitative
proteomics, such as Progenesis QI (nonlinear dynamics) (32),
DeMix-Q (11), and the FeatureFinderIdentification (FFId) add-
on in OpenMS (33). Nonetheless, to date, these packages either
have yet to show the capacity for analyzing larger sample cohorts
(e.g., >20 samples) or have exhibited inferior data quality (e.g.,
suboptimal accuracy/precision) (32). Furthermore, the ability to
robustly determine subtle changes (e.g., <50%) is crucial for clinical
and pharmaceutical studies, especially in biological systems with
mild systematic proteomic changes ( e.g., brain) (34-37). Conse-
quently, high analytical precision (e.g., <10% median intragroup
variability on the protein level for technical replicates) is essential;
however, to our knowledge, none of the existing methods has
demonstrated such capability for large-cohort studies.

Here we describe IonStar, a novel MS1-based approach to
address the current limits in large-scale quantitative proteo-
mics. IonStar incorporates (i) unique experimental procedures
for efficient and reproducible sample preparation and liquid
chromatography-mass spectrometry (LC-MS) analysis, which
enable sensitive and robust data acquisition for many biological
replicates [as described previously (30)], and (ii) a data pro-
cessing pipeline for reliable large-cohort analysis. The key com-
ponents of this pipeline include 3D chromatographic alignment,
extensive and sensitive feature detection/propagation, and stringent
postfeature generation quality control. These unique compo-
nents in IonStar enabled efficient and reproducible procurement
of quantitative features from large-cohort datasets, which, in
turn, resulted in superior quantitative accuracy/precision and much
lower missing data levels compared with existing methods, as well
as allowing confident identification of changed proteins, espe-
cially subtle ones that usually elude detection. The applicability
of TonStar in large biological sample sets was demonstrated by an
investigation of 100 brain samples subjected to different sever-
ities of traumatic brain injury (TBI) and subsequent pharmaco-
logical treatments, which yielded >7,000 unique protein groups
with two or more unique peptides per protein and >99.8% of
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these proteins without missing data in any of the 100 samples. To
our knowledge, a proteomics analysis with such a high sampling
number in one analytical batch, deep proteome coverage, and
low missing data level has not been achieved previously.

Results

Development and Optimization of lonStar Data Processing Pipeline.
The IonStar workflow encompasses a series of experimental and data
processing components as illustrated in Fig. 1. The experimental
components for efficient and reproducible sample treatment and LC-
MS analysis were reported by Shen et al. (30), while this work focuses
on the IonStar data processing components.

Effective chromatographic alignment with ChromAlign. First and fore-
most, efforts to improve data quality (i.e., higher quantitative
precision and lower missing data) of MS1-based quantification in
large sample cohorts should emphasize the accurate matching of
ICs of the same peptide, which is highly critical. This is usually
accomplished via the reference of m/z and RT of ICs across the
whole dataset [e.g., accurate mass and time tag strategy (AMT)
(38)]. Because of the inevitable fluctuations of LC conditions
and slight matrix differences among samples, global correction of
peptide RT deviation via chromatographic alignment is essential
to ensure the sensitivity and specificity of the IC matching step
(31). This also applies to IonStar, despite the fact that the LC-
MS setup of IonStar provides considerable reproducible analysis
with minor RT variation (30) (compare Fig. 24).

Most prevalent MS1-based methods exploit 2D alignment
algorithms, which rely on m/z and RT, while a reduced isoto-
pic envelope is considered by a few for RT correction. For ex-
ample, OpenMS employs identification-based RT adjustment via
establishing reference points across LC-MS runs, and the median
RT shift of a peptide in one run is corrected by either the refer-
ence RT or median RT of all runs (19). MaxQuant applies pair-
wise alignment of identified peptides in a time-dependent and
nonlinear way via 2D Gaussian kernel smoothing to achieve RT
correction (4). Here, we demonstrated the use of a ChromAlign
algorithm optimized from a previously published technique (39)
and now incorporated in the SIEVE package, for effective dataset-
wide RT correction. ChromAlign employs a two-step, 3D algo-
rithm (RT, MS1 peaks in full scan, and variations in MS1 relative
abundances) considering all representative peak features before
peptide identification, as well as a correlation-optimized, time
warping-like algorithm to achieve significantly improved RT align-
ment compared with the above-mentioned 2D alignment algo-
rithms. Examples comparing ChromAlign and the algorithm
used by MaxQuant are shown in Fig. 24. It should be noted that
a strict peak-to-peak comparison of the two algorithms is not
feasible, as features being aligned are considerably different:
ChromAlign in IonStar aligns the RT of a large number of abun-
dant MS1 peaks in each run against a reference run (identified by
comparison of alignment scores among multiple candidates)
regardless of MS2 identification, and the algorithm in MaxQuant
only aligns RT of peaks with valid peptide identification in each run
without using a reference run. These distinct strategies result in
profoundly different data distribution (Fig. 24), while it is evident
that ChromAlign performs more effectively in RT correction: For
the 20-run benchmark dataset (described in the following sections),
the algorithm in MaxQuant decreased RT deviations by ~50%),
while ChromAlign decreases RT deviations by an average of
~97%. This substantially contributes to reduced missing data
and enhanced reproducibility in combination with our unique
feature generation method (discussed below). By working with
ThermoFisher Scientific, the ChromAlign process has been in-
corporated into the IonStar pipeline.

Comprehensive and sensitive quantitative feature generation. In MS1-
based quantification, the most prevalent strategy for feature
generation, termed the peak property-based (PPB) method (S/
Appendix, Fig. S1), extracts peaks by wavelet-based techniques
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Fig. 1.

Overview of lonStar quantitative workflow. lonStar comprises experimental procedures and a proteomics data analysis pipeline. The experimental

procedures include an efficient and exhaustive sample preparation protocol plus a sensitive and reproducible LC-MS setup to allow high-quality con-
version of large biological sample cohorts to LC-MS raw files. The data analysis pipeline, taking full advantages of high-resolution (120,000 FWHM)
MS1 and consistent LC separation from the experimental procedures, allows low-missing data quantification in large sample cohorts with superior

quantitative quality. XIC, extracted ion chromatogram.

and then passes the peaks through a series of quality check
thresholds (e.g., intensities, peak occurrence with the same m/z,
peak shapes, isotopic patterns) to ascertain their validity as
features. Peptide identities are then propagated from runs with
valid PSMs to those without PSMs using AMT or similar algo-
rithms. Examples of MS1-based packages using the PPB method
include OpenMS (19), MaxQuant (4, 40), Census (41), and
Superhirn (42). The stringent quality control during feature gener-
ation ensures that the PPB method only selects signals with excel-
lent quality for quantification; on the other hand, the PPB method
may compromise sensitivity for feature detection when analyzing
complex biological samples, where peak characteristics (e.g., peak
shapes, isotopic patterns) of lower abundance peptides are pro-
foundly affected by coeluted perplexing matrix interferences, and
thereby are difficult to model. Consequently, a large portion of
peaks from lower abundance peptides may fail to pass the preset
thresholds and are excluded from quantification. This gives rise to
elevated levels of missing data as well as impaired quantitative ac-
curacy/precision because of fewer usable quantitative features per
protein, which is likely exacerbated as sample size increases.

An alternative type of strategy for feature generation, direct
ion-current extraction (DICE), has been developed more re-
cently to improve sensitivity and lower missing data. DICE
methods generate quantitative features by directly extracting the ICs
of a precursor in the aligned dataset using a predefined window of RT
and high-resolution MS1 m/z, often with no or few requirements for
peak properties. DICE-type methods are illustrated in SI Appendix,

Shen et al.

Fig. S1. While a number of DICE methods have been developed and
employed in packages such as Skyline (7), DeMix-Q (11), and FFId
(33), to our knowledge, none of them has been demonstrated to be
functional in large-cohort analysis. Here, we developed a unique
DICE-type approach in IonStar for large-scale proteomic quantifi-
cation, taking advantage of the high-resolution (120,000 FWHM)
MS1 signals and consistent chromatographic separation from IonStar
(30) experimental steps, as well as accurately aligned peak clusters by
ChromAlign. The ICs of precursors with triggered MS2 scans are
extracted stringently using narrow MS1 m/z-RT windows from all LC-
MS runs, and the set of ICs unambiguously linked to the same pre-
cursor ion is mapped together to form a “quantitative frame.” Peptide
identity of a frame is then retrieved by matching the MS2 scan
number linked to individual features with database searching results,
while frames with ambiguous PSM assignment are discarded to im-
prove data quality (43). This approach significantly enhances re-
liability and sensitivity for feature generation and markedly
reduces mismatching. Examples of peptide ICs extracted by DICE
are shown in SI Appendix, Fig. S2. In practice, the combination of
ChromAlign and the unique feature generation method in IonStar
enables more consistent and sensitive feature generation. On av-
erage, 16.3% more quantitative features were generated with much
improved intra-run consistency in a 20-sample human-Escherichia
coli spike-in dataset (described below) (Fig. 2B), which greatly
contributed to the better sensitivity, accuracy, and precision, as well
as the lower rate of missing data, by IonStar, as discussed below.
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Fig. 2. Much improved chromatographic alignment and more compre-
hensive/reproducible feature generation by lonStar. (A) Performance of
alignment algorithms used in lonStar (ChromAlign) and MaxQuant. SDs of
peptide RT in 20 benchmark LC-MS runs were plotted as a function of RT
before and after alignment. lonStar decreased RT variations >97% com-
pared with <50% by MaxQuant. (B) Comparison of valid quantitative fea-
ture numbers generated by lonStar vs. a representative PPB method.

Postfeature generation quality control based on peptide quantitative data.
Although the DICE method may generally confer significantly
enhanced sensitivity in feature generation, low-quality features
from coeluted interferences, which severely deteriorate data
quality, are inevitably introduced owing to the lack of quality
control during the procedure. Postfeature generation quality con-
trol is thus a necessary measure to reinforce the reliability of
quantification (e.g., target-decoy scoring of quantitative features by
DeMix-Q) (11). In IonStar, a mean and variation modeling ap-
proach is adopted for postfeature generation quality control, which
examines the consistency of intergroup quantitative ratios obtained
independently from each of the multiple peptides belonging to the
same protein. Peptides with outlier ratios, likely attributed to low-
quality features, are excluded to ensure reliability of quantitative
results. Based on our evaluation results, we selected principal
component-based outlier detection (PCOut) (44) because of its
superior performance for detecting outliers, especially from
multiple-group data generated from large-cohort analysis. A
classic Grubb’s test is also included in IonStar for outlier rejection
in the two-group comparison. Using the benchmark sample set, it
has been shown that PCOut prominently improved quantitative
accuracy by decreasing the median deviation between observed
and theoretical protein ratios from 0.09 to 0.02 (log2 scale), while
quantitative precision was unaffected (SI Appendix, Fig. S3 and
Dataset S4), implying that chemical/instrumental noises and coeluted
peaks, rather than quantitative variability, were mainly responsible
for the emergence of low-quality features.

Data normalization and aggregation to protein level. Previously, we
tested a number of normalization strategies for MS1-based quan-
tification and found that several approaches significantly improved
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quantitative precision (26). In one previous study, we evaluated the
performance of different normalization methods on proteomics
data and found that normalization by quantiles achieved the best
results ubiquitously, followed by total IC (26). In IonStar, both
methods are made available for users to select from based on
characteristics of datasets; in general, whichever achieves the lowest
intragroup variation for technical replicates is preferred.

An optimal method to aggregate quantitative data from the
frame or peptide level to the protein level is also essential for re-
liable protein quantification. Former evaluation by our group and
others suggested that summing up the peak areas of ICs from all
peptides could provide straightforward and accurate measurement
of proteins (9, 45). Here, we found that aggregation using an in-
house—developed generalized linear mixed model (GLMM) also
yielded high accuracy comparable to or better than sum of intensity,
and appeared to perform markedly better in sample sets with rel-
atively high intragroup variation (S Appendix, Fig. S4). The GLMM
model differs from the traditional linear mixed model in that rela-
tionships of mean and variance are modeled to avoid the in-
troduction of biases during data transformation. Also, a Bayesian
approach was taken for parameter estimation and statistical sig-
nificance inference. In IonStar, both GLMM and sum of intensity
are available for data aggregation and GLMM is recommended.

Comparative Evaluation of lonStar with Prevalent Label-Free Methods.
The performance of IonStar was compared with several preva-
lently used software packages for MS1-based quantification, in-
cluding OpenMS, MaxQuant, and Proteome Discoverer 2.1, as
well as MS2-based SpC, a robust and popularly used method for
label-free quantification (15, 18). DeMix-Q and Skyline were not
included in the study as they were not capable of processing our
dataset despite our strenuous attempts. It is likely that IonStar
provides superior performance (discussed below). A multigroup
benchmark sample set containing 20 concocted samples was pre-
pared by spiking small portions (<10% total protein amount) of E.
coli lysates at five levels (n = 4 per level) into a constant back-
ground of human cell lysates and then analyzed using the IonStar
experimental procedures (n = 20 in total; SI Appendix, Fig. S5).
Using our most recent experimental setup involving selective
trapping/delivery and Orbitrap Fusion Lumos MS, we demon-
strated the quantification of >6,000 unique protein groups (two or
more unique peptides per protein) without missing data after re-
moval of shared peptides between the two species (30). How-
ever, as the most recent versions of OpenMS and MaxQuant do not
yet process such large datasets, we employed an older dataset by
Orbitrap Fusion MS [Proteomics Identifications (PRIDE) identifier
PXD003881], where >3,800 protein groups were identified with the
same criteria. To ensure unbiased and comprehensive comparison,
a set of rules was applied to all packages; for example, each package
was optimized individually to achieve the best performance and
uniform cutoffs for peptide and protein identification [both peptide
and protein false discovery rates (FDRs) < 1%, and at least two
unique peptides per protein for reliable quantification, as justified in
SI Appendix, Fig. S6]. No missing data imputation was adopted, and
proteins with missing data were excluded from evaluation. Details
are provided in Methods.

Extremely low missing data and wide protein intensity range by lonStar.
Missing data levels of the five methods, defined as the percentage of
proteins with missing quantitative values in all proteins quantified,
were first compared. As shown in Fig. 34, for proteins with the
lowest 10% of abundance, SpC exhibited a very high missing data
rate, rendering reliable quantification of these proteins impractical;
OpenMS and MaxQuant remarkably alleviated the missing data
problem but still with significant missing values, while IonStar
showed excellent coverage and extremely low missing data. From
another perspective (Fig. 3B), proteins quantified without missing
data decreased drastically to ~60% of total quantified proteins at
20 runs for SpC and PD 2.1, while the numbers increased to ~81%
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and 83%, respectively, for OpenMS and MaxQuant. In compari-
son, ~99.9% of all proteins quantified by IonStar were missing
data-free in 20 samples (i.e., 0.1% dataset-wide missing data rate).
Although DeMix-Q was not included in the comparison, the reported
missing data rate (2.8%) using the iPRG-2015 dataset was higher than
TonStar with a lower sample number (n = 12 vs. n = 20 here) (11). As
a result, the numbers of quantifiable proteins (i.e., proteins without
missing data) were 3,834 for IonStar, much higher than 3,391 for
MaxQuant, 2,895 for OpenMS, 1,982 for PD 2.1, and 2,484 for SpC.

SpC suffered from a severe missing data problem as a result of
the inherent defects of MS2 DDA. PD 2.1 also produced high
missing data owing to the lack of an effective approach to infer
the peptide ID of MS1 peaks missing identification from other
runs with valid PSMs. MaxQuant and OpenMS showed similar
missing data levels likely because they use similar alignment and
feature generation algorithms, as discussed above. The extremely
low levels of missing data by IonStar can be attributed to the
unique alignment and feature generation methods, permitting com-
prehensive and accurate feature clustering/procurement/matching.
The missing data levels of IonStar even compared favorably with
MS2-based DIA methods such as SWATH-MS, where 1-10%
protein-level missing data rates were reported (10, 21, 25). This
unique characteristic of IonStar enables highly reproducible protein

Spectral counts
0123 45

Log?2 Intensity
20 22 24 26 28

Log?2 Intensity
18 20 22 24 26 28

measurement in large sample cohorts (as shown in the following
application) and improves analytical quality, especially for low-
abundance proteins. The superior performance by IonStar also ex-
tended the intensity range of quantifiable proteins (Fig. 3C) to
5.8 orders of magnitude in the benchmark dataset, prominently
wider than those by other methods (3.2-4.4).

Superior quantitative reproducibility, accuracy, and precision by lonStar.
Quantitative accuracy and precision were then evaluated. Here,
we define accuracy as the closeness between the true and observed
protein ratios, and we define precision as the intragroup co-
efficient of variation (CV) for protein quantification (i.e., among
technical replicates). Since reproducibility of protein measure-
ment profoundly affects both accuracy and precision for relative
quantification, run-to-run reproducibility of the five methods was
first evaluated by correlating quantitative intensities of proteins
from two replicate LC-MS runs of the same pooled sample (Fig.
44). It was observed that proteins with the upper 75% abundance
(i.e., high-abundance proteins) exhibited good reproducibility
across all methods evaluated, with R? ranging from 0.862 to 0.998,
while IonStar achieved the best reproducibility. Nonetheless, re-
producibility for proteins with the lower 25% abundance (i.e., low-
abundance proteins) showed striking differences among the
methods, as evidenced by the R? values for each method: 0.055 by
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Fig. 3. Missing data levels and quantitative intensity ranges among quantitative approaches compared in this study. (A) Abundance heat maps of proteins
with the lowest 10% abundances in the benchmark sample set (n = 20 in total). White areas indicate missing data. (B) Percentage of proteins without missing
data as a function of run (sample) number by different quantitative approaches. (C) Distribution of quantitative intensities (in log10 scale) for proteins
without missing data by the four MS1-based quantitative approaches. The area of each violin plot is proportional to the number of quantifiable proteins (i.e.,
without missing data). The orders of magnitude of protein intensity ranges by all methods are labeled to the right of the plots.
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SpC, 0.175 by PD 2.1, 0.316 by OpenMS, and 0.311 by MaxQuant,
while much higher by IonStar (0.899). The excellent quantitative
reproducibility by IonStar led to exceptional quantitative precision
by IonStar, as shown in Fig. 4B. IonStar achieved the lowest
intragroup CV of ~5% for all quantified proteins across the five
groups, compared with ~19%, 14%, 10%, and 11% by SpC, PD 2.1,

A B

OpenMS, and MaxQuant, respectively, roughly consistent with
previous literature (46). The precision of IonStar also appeared to
be superior to that of other published methods (not experi-
mentally compared here because of infeasibility of comparison).
For example, Skyline showed an ~20% median CV in the 12-
replicate iPRG-2015 sample set and DeMix-Q showed an ~7%
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Fig. 4. Comparison of quantitative quality among different approaches. (A) Reproducibility examined by Pearson correlation of two replicate runs from the
same sample. The R? values were separately calculated for proteins in the upper 75% and lower 25% abundance percentiles. Proteins with missing data were
removed from comparison. (B) Quantitative precision of proteins quantified by each method, indicated by intragroup CV levels. (C) Quantitative accuracy of
E. coli proteins quantified under all spike-in levels by each method. The true ratios are highlighted by red dotted lines. (D) Numbers of true and false positives
(Left) in significantly changed proteins and FADR (Right) by each method. All spike-in levels are included.
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protein-level CV in the same sample set (11). Quantitative precision
by IonStar also appears to surpass MS2-DIA methods, which typi-
cally report an ~10% or higher median CV among technical rep-
licates (10, 21, 22). The excellent quantitative precision of IonStar is
critical for robust detection of subtle abundance differences be-
tween biological samples, as well as for accurate determination of
intergroup ratios. For this reason, IonStar showed superior accuracy
in quantifying both E. coli (i.e., true positive) and human proteins
(i.e., true negative) from the benchmark sample set. As shown in
Fig. 4C, IonStar quantified by far the largest number of E. coli
proteins (581 vs. 204-442 by other methods) without missing data,
and yet provided the most accurate measurement in every spike-in
group. PD 2.1 also showed relatively accurate estimation of protein
ratios, but only 204 E. coli proteins were quantifiable due to high
missing data levels; OpenMS and MaxQuant tended to over-
estimate protein ratios in all groups, in line with previous observa-
tions (19, 26). IonStar also achieved the highest quantitative
accuracy for human proteins, especially for low-abundance ones
(SI Appendix, Fig. S7).

Again, these results demonstrated the much improved quan-

titative performance by IonStar, especially for low-abundance
proteins, likely attributed to the optimal RT correction and
feature generation approaches. Moreover, the postfeature gen-
eration quality control in IonStar effectively removes low-quality
quantitative data that may otherwise severely diminish quanti-
tative accuracy and precision, further substantiating the quality
of quantification (SI Appendix, Fig. S8).
The lowest levels of false discovery of altered proteins by lonStar. One
ultimate goal of quantitative proteomics is to discover significant
protein changes, often by applying cutoff thresholds for both fold
of change and significance tests (9, 47). False positives represent a
prominent problem leading to incorrect biological clues and mis-
use of resources in downstream analysis and validation. Here, we
examine the false altered-protein discovery rate (FADR) by each
method. In the benchmark dataset, a cutoff threshold of >1.4-fold
protein change and <0.05 P value was used to determine signifi-
cant protein changes, optimized by employing an experimental
null method (9). In the benchmark dataset, FADR can be easily
calculated, as all E. coli proteins are true positives, while all human
proteins are true negatives (i.e., changed human proteins are false
positives). IonStar identified the highest number of true positives and
the lowest number of false positives, resulting in a 0.5-4.5% FADR
across the four comparisons (Fig. 4D), while the other MS1-based
methods generated a FADR ranging from 8 to 20%. SpC exhibited
a >20% FADR at all spike-in levels, mostly arising from the sub-
optimal quantification of low-abundance proteins. FADRs under other
cutoffs were also calculated (SI Appendix, Fig. S9), where IonStar also
substantially outperformed other methods. The high sensitivity and low
false-positive rates in altered protein discovery by IonStar are likely a
result of its excellent quantitative accuracy and precision.

Application of lonStar in Large-Scale Quantitative Proteomics (N = 100).
As a proof of concept, IonStar was applied to a large-scale neu-
roproteomics study of TBI encompassing 100 biological samples.
TBI is a debilitating disease triggered by damage to the brain from
an external force, which accounts for 2.2 million emergency room
visits annually in the United States alone (48). While mild TBI is
usually temporary and self-healing, severe TBI causes various
levels of neurological, cognitive, and physical disability or even
mortality. To develop an effective therapy for treating severe TBI,
it is essential to understand the highly complex and heterogeneous
mechanisms of the disease (49). Recently, phenoxybenzamine
(PBZ) and methamphetamine (METH) have been identified as
potential neuroprotective agents against TBI in a rodent lateral
fluid percussion (LFP) injury model, substantiated by significant
alleviation of behavioral and cognitive deficits as well as regulation
of several critical gene targets (50, 51). Nonetheless, dysregulations
in protein signaling networks after PBZ or METH administration
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remain unknown, impeding the elucidation of mechanisms un-
derlying the neuroprotective effects of the two drugs.

In the current study, the early-stage alteration of proteome
patterns in two brain regions (i.e., cortex, hippocampus) from a
rodent LFP model with varied TBI severities and pharmacological
treatments was investigated using IonStar. Briefly, 50 male
Wistar rats were assigned to five groups (n = 10 per group) and
were subjected to different TBI procedures and treatments, in-
cluding uninjured (+PBS), mild TBI (+PBS), severe TBI
(+PBS), severe TBI with PBZ treatment, and severe TBI with
METH treatment. The cortex and hippocampus were separately
procured 32 h postinjury (24 h posttreatment), and then analyzed
by the IonStar workflow (Fig. 54). Missing data-free quantifica-
tion of 7,190 unique protein groups (i.e., 99.8% of all quantified
proteins) was achieved in the 100 samples analyzed (two or more
peptides per protein, and protein FDR < 1%). Intensities of
quantified proteins spanned 6.8 orders of magnitude (Fig. 5B), in-
dicating excellent sensitivity that allowed reliable quantification of
low-abundance proteins. Median intragroup CVs of protein quan-
titative values were ~8% for technical replicates and 9.3-15.9% for
biological replicates across the entire sample set (SI Appendix, Fig.
S10). The abundance heat map for the 7,190 proteins quantified
without missing data is shown in Fig. SE. Quantitative results for
proteins and peptides are provided in Datasets S5 and S6 separately.

Using an experimental null method reported previously (9), 421
and 1,031 proteins were determined to be differentially expressed
across all groups in the cortex and hippocampus, respectively, under
cutoff thresholds of >1.4-fold protein change and <0.05 P value
(Fig. 5C). Low FADRs ranging from 1.91 to 7.86% were achieved
across groups, indicating highly confident discovery of protein
changes. Clearly, the two brain regions showed distinct biological
responses to injury and drug treatment, as manifested by the dif-
ferent altered proteins in Fig. 5C. Furthermore, PC analysis of the
significantly changed proteins showed the complete segregation of
the cortex and hippocampus, with PC1 and PC2 summarizing ~50%
of the variability (Fig. 5D). More interestingly, severe TBI (high-
lighted in shades) exhibited more dissimilarity compared with other
conditions in both brain regions (Fig. 5D), suggesting PBZ and
METH treatment of severe TBI altered the proteome patterns to
be more similar to mild TBI. This notion is further supported by
Pearson correlation of quantitative values of the 7,190 quantified
proteins in the five groups (SI Appendix, Fig. S11). Gene ontology
and pathway analysis of the changed proteins revealed a number
of potential upstream molecules that might regulate the neuro-
protective effects of PBZ and METH, such as TGF-f, Rho
GTPase, FMR1, BDNF, and TNF (SI Appendix, Fig. S12).

Discussion

In-depth, reproducible, and robust quantification of proteins in
large sample sets is critically important for pharmaceutical and
clinical proteomics studies. MS1-based label-free quantitative
methods confer great potential for this purpose, considering no
theoretical limit of quantifiable samples and that acquisition of
quantitative values is independent of MS2. Nonetheless, this po-
tential has not been fully exploited by most current quantitative
approaches. Here, we achieved robust large-cohort proteomics
analysis using the IonStar approach, which features effective chro-
matographic alignment and sensitive feature generation/assignment
with efficient postgeneration quality control, substantially im-
proving quantitative quality. Using a premixed benchmarking
sample set, it was observed that IonStar offered much lower
missing data levels (0.1% on protein level), superior accuracy
(10.8% median error) and precision (<5% CV), and the lowest
false-positive rate (<5% FADR) in identifying protein changes,
compared with prevalent quantitative approaches that were fea-
sible to evaluate in this study. We demonstrated excellent quan-
titative performance of IonStar in large-scale investigations by a
TBI proteomics study, which quantified 100 biological samples
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Fig. 5. Application of lonStar in a large-scale quantitative investigation to explore the mechanism of TBI and pharmaceutical recovery (PBZ or METH).
(A) Overview of study design. The cortex and hippocampus from 50 LFP rats with varied TBI severities and pharmacological treatments were included in the
study (n = 100 in total). (B) Intensity distribution of the 7,190 proteins quantified without missing data. (C) Significantly changed proteins in the two brain
regions. (D) PC analysis of significantly changed proteins. The untreated severe TBI groups are highlighted with shading. var., variation. (E) Abundance heat

map of the 7,190 proteins quantified from the 100 brain samples.

in a single batch. Under stringent cutoffs, including two or
more unique peptides per protein and <1% protein FDR,
~7,000 protein groups were quantified without missing data in any
of the 100 samples, with excellent quantitative quality (~0.2%
missing data and ~8% median CV among technical replicates).
The results unveiled viable targets for subsequent interrogation of
the detailed mechanisms underlying the injury and pharmaceutical
treatment. To our knowledge, label-free quantification with so
many samples with such depth, quantitative precision, and missing
data has not been achieved previously. It appears that the perfor-
mance of IonStar compares favorably with MS2-DIA approaches
in terms of proteome coverage, quantitative precision, and missing
data levels, and thereby may potentially serve as a promising alter-
native to MS2-DIA methods for reproducible and reliable protein
measurement in large-scale studies.

Finally, IonStar is quite straightforward and can be easily imple-
mented in large-scale quantitative proteomics studies. Future work
on IonStar will feature the development of an MS1-peptide ID
library matching strategy to retrieve peptide IDs to unassigned
quantitative frames, thus further enhancing proteome coverage
of large-cohort sample sets.

Methods

Data and Program Sharing Plan. Raw files generated from the benchmark
spike-in sample set will be available upon publication on ProteomeXchange
Consortium via the PRIDE partner repository (identifier PXD003881) (52). In
the present form, the lonStar pipeline can be used by combining the SIEVE
(v2.2 SP2, ThermoFisher Scientific) package and the R package lonStarStat.
lonStarStat, relevant R scripts (lonStar_FrameGen.R and lonStar_Run.R), and
the user manual for lonStar (SI Appendix, File S2) are available for down-
loading at https:/github.com/shichens1989/lonStarStat.

Experimental Design and Statistical Rationales.
Multigroup benchmark spike-in sample set. To benchmark the quantitative
performance of different label-free proteomics methods, a set of concocted
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samples was prepared by spiking small and variable amounts of DH5a E. coli
digest [mimicking changed proteins (true positive)] into a large and constant
background of human PANC-1 cell digest [mimicking unchanged proteins
(true negative)]. Protein extraction and digestion procedures are specified
below. A total of five E. coli spike-in groups were included (wt/wt, per-
centage of E. coli in total proteins): 3% (onefold, A), 4.5% (1.5-fold, B), 6%
(twofold, C), 7.5% (2.5-fold, D), and 9% (threefold, E), each containing four
replicates (n = 20 in total). Samples were analyzed by LC-MS in an alter-
nating sequence to minimize carryover. Group A was used as the control
group for intergroup ratio calculation, and P values of each comparison pair
were determined by a two-sample equal variance Student’s t test. Grouping
and replicate information is denoted in the file names by A-E and 1-4.

Technical replicates and mimic biological replicate sample sets. To evaluate different
data aggregation strategies, we concocted an additional two sample sets:
(/) technical replicates and (ii) mimic biological replicates. These sample sets were
previously described elsewhere (9). Details are provided in S/ Appendlix, Fig. S4A.
Large-scale TBI rat brain sample set. All animal experiment procedures were
conducted with the approval of the Institutional Animal Care and Use
Committee, University at Buffalo, The State University of New York. Male
Wistar rats (350-500 g) obtained from Charles River Laboratories were used
in the study, and TBI was induced by an LFP procedure. A neurological se-
verity scoring (NSS) test was performed 8 h after TBI to examine the severity
of TBI in individual rats. In total, 50 rats were selected for the study, including
10 with a craniotomy but not receiving TBI (i.e., sham/uninjured), 10 with mild
TBI (NSS < 5), and 30 with severe TBI (NSS > 10, divided into three groups each
containing 10 animals). At 8 h after injury, PBZ at was injected i.p. at a dose of
1 mg/kg in a 10% ethanol/saline solution. A separate group of 10 rats with se-
vere TBI was injected with an i.v. bolus of METH at a dose of 0.425 mg/kg, dis-
solved in sterile saline, followed by continuous i.v. infusion of METH at
0.5 mg-kg-h™ for 24 h. Rats were killed 32 h after TBI, and brains were procured.
The cortex (ipsilateral to the injury) and hippocampus were then separated and
snap-frozen for sample preparation. Details about the LFP procedure, NSS test-
ing, and sample procurement can be found in papers by Rau et al. (50, 51)

Protein Extraction, Digestion, and Nano-Flow LC-MS/MS Analysis. Samples

collected were treated with a cold lysis buffer [50 mM Tris-formic acid (FA),
150 mM NaCl, 0.5% sodium deoxycholate, 2% SDS, 2% IGEPAL CA-630
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(pH 8.4)] supplemented with cOmplete protease inhibitor tablets and
PhosSTOP phosphatase inhibitor tablets (Roche Applied Science). Homoge-
nization was first performed using a Polytron PT2100 homogenizer (Kine-
matica AG) to conduct a homogenization-cooling cycle (15,000 rpm), which
was performed five to 10 times, followed by approximately three to five
sonication-cooling cycles (20 s each). The sample mixture was then centrifuged
at 20,000 x g at 4 °C for 30 min, and the supernatant was transferred to new
Eppendorf tubes. Protein concentrations for all samples were determined by
means of a bicinchoninic acid assay kit (Pierce Biotechnology, Inc.).

For each sample, 100 pg of total proteins was used for digestion. Proteins
were first reduced by 5 mM DTT for 30 min and alkylated by 20 mM iodoa-
cetamide for 30 min (in darkness). Both the reduction and alkylation steps were
performed at 37 °C with rigorous oscillation in an Eppendorf Thermomixer
(Eppendorf). Protein precipitation was then conducted by addition of 6 vol of
chilled acetone with constant vortexing, and the mixture was incubated at
—20 °C for 3 h. After centrifugation (20,000 x g at 4 °C for 30 min), the su-
pernatant was removed and the pelleted proteins were washed with 500 pL of
methanol and left to dry. Pellet proteins were wetted by addition of 80 pL of
50 mM Tris-FA. A total volume of 20 uL of trypsin (Sigma-Aldrich) dissolved in
50 mM Tris-FA (0.25 pg/pl) was added to protein pellets at an enzyme-to-
substrate ratio of 1:20 (wt/wt), and tryptic digestion was performed at 37 °C
for 6 h with rigorous oscillation in an Eppendorf Thermomixer. Digestion was
terminated by addition of 1% FA. The samples were centrifuged at 20,000 x g
at 4 °C for 30 min, and supernatant was carefully transferred to LC vials.

For each sample, peptides derived from 4 pg of proteins were separated
and analyzed by a nano LC-MS system consisting of a Spark Endurance
autosampler, an ultra-high-pressure Eksigent Nano-2D Ultra capillary/nano
LC system, and an Orbitrap Fusion mass spectrometer (ThermoFisher Sci-
entific) for the benchmarking sample set, or a Dionex Ultimate 3000 nano
LC system, a Dionex Ultimate 3000 gradient micro LC system with a WPS-
3000 autosampler, and an Orbitrap Fusion Lumos mass spectrometer for the TBI
proteomics sample set. A large-ID trapping column (300-um i.d. X 5 mm) was
implemented before the nano LC column (75-pm i.d. x 100 cm, packed
with 3 um of Pepmap C18) for large-capacity sample loading, hydrophilic/
hydrophobic garbage removal, and selective peptide delivery. Mobile
phases A and B were 0.1% FA in 2% acetonitrile and 0.1% FA in 88%
acetonitrile. The 180-min LC gradient profile was as follows: 4-13% B for
15 min, 13-28% B for 110 min, 28-44% B for 5 min, 44-60% B for 5 min,
60-97% B for 1 min, and isocratic at 97% B for 17 min. The mass spec-
trometer was operated under DDA mode, with a maximal duty cycle time
of 3's. MS1 spectra were acquired in the m/z range of 400-1,500 under 120,000
resolution with dynamic exclusion settings (60 s + 10 ppm). Precursor ions were
filtered by quadrupole using a 1-Thomson (Th)-wide window and fragmented by
high-energy collision dissociation at a normalized collision energy of 35%.
MS2 spectra were acquired under 15,000 resolution in an Orbitrap. More detailed
information about the LC-MS system can be found in study by Shen et al. (30).

Protein Identification. For the E. coli-human spike-in dataset and the TBI rat
brain dataset, LC-MS raw files (.raw) were matched with the following protein
sequence databases concatenated with reversed sequences: (/) human-E. coli
SwissProt database for the benchmark spike-in sample set (version 201407;
33,232 entries) and (ii) rat SwissProt/TrEMBL database for the TBI rat brain
sample set (version 201608; 35,953 entries), using the MS-GF+ search engine
(version 10089, released on July 16, 2013) (43). The search parameters were as
follows: (/) precursor ion mass tolerance: 20 ppm, (ii) instrument type: Q-Exactive,
(iif) matches per spectrum: 1, (iv) fixed modification: carbamidomethylation of
cysteine, (v) dynamic modification: oxidation of methionine and acetylation of N-
terminal lysine, and (vi) maximal missed cleavages per peptide: 2. PSM filtering,
protein inference/grouping, and global FDR control were accomplished using
Scaffold (v4.3.2; Proteome Software, Inc.) (53) or IDPicker (54). Both protein and
peptide FDRs were controlled at <1%, while a minimum of two unique peptides
per protein was required. Proteins with no unique peptides are grouped into
one protein group. Peptide and protein identification information for the
benchmark dataset is provided in Dataset S1.
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Protein Quantification. Quantification in lonStar involves SIEVE and our R
package lonStarStat. Chromatographic alignment and ion intensity-based
MS1 feature detection/extraction were performed using functions in SIEVE
v2.2 (working collaboratively with ThermoFisher Scientific) (55). The main
processes in SIEVE include the following:

i) Chromatographic alignment with ChromAlign for inter-run RT adjust-
ment (39). Quality control as well as the selection of the optimal refer-
ence run for the alignment step were achieved by monitoring alignment
scores (>0.8 as qualified) and base-peak intensity.

ii) Data-independent MS1 feature generation using the DICE method.
Characteristics of the both steps are discussed in Results. DICE in lonStar
generates quantitative features for all precursor ions with correspond-
ing MS2 scans by extracting ICs in the aligned dataset with a defined
m/z-RT window. We optimized the width of the extraction window
using different combinations of m/z and RT (i.e., 5 to 20 ppm, 1 to 2 min),
and it turned out that 10 ppm (i.e, m/z + 5 ppm) and 1 min (i.e, RT +
0.5 min) returned the best outcomes for the benchmark dataset.

iiif) A Structured Query Language database containing the list of quantita-
tive features (i.e., defined as “frames”) as well as corresponding inten-
sities in each LC-MS run was exported and matched to the filtered PSM
list by MS2 scan number using a customized R script, lonStar_FrameGen.R.
Frames with valid PSMs were then subjected to dataset-wide normaliza-
tion, multivariate outlier detection/removal, and aggregation to protein
level using lonStarStat. Details are enclosed in the user manual for lonStar.

Comparison of lonStar with Other Label-Free Quantitative Packages. A com-
parison of quantitative performance was performed between lonStar and
several popular label-free quantitative packages, including OpenMS (56),
MaxQuant (40), Proteome Discoverer 2.1, and SpC. Due to various technical
issues experienced when processing such a large-scale dataset (i.e., many LC-MS
files using UHF-Orbitrap with a 1-m-long nano LC column), it was not feasible
to compare Skyline and DeMix-Q in this evaluation. For the benchmark data-
set, an eight-core, 32-GB, random-access memory personal computer was
used for data processing; it took lonStar 2 d to accomplish the evaluation set
compared with 3 d for MaxQuant and 2 wk for OpenMS.

To ensure an unbiased and comprehensive comparison, the following rules
were applied to all packages:

i) Based on literature guidance and experimental evaluations, the param-
eters for each package were individually optimized to achieve the best
performance. Specifically, optimization of OpenMS was performed
according to Weisser et al. (19), and processing procedures included
chromatogram alignment and peptide identity transfer. For MaxQuant,
optimization was based on configurations used by Cox et al. (4) (e.g., the use
of proper instrumental parameters and the “match between runs” feature,
with a 20-min alignment window and a 1-min matching tolerance). For PD
2.1, the “Precursor lon Area Detection” module was used under the
guidance of our colleagues at ThermoFisher. For SpC, the SpC func-
tion in MaxQuant was employed. Detailed parameters for each soft-
ware program are provided in S/ Appendix, File S1.

ii) Database searching was conducted against the same human-E. coli con-
catenated database, with both peptide and protein FDR < 1%, and at
least two unique peptides per protein. The two-unique-peptide rule was
adopted to ensure confident quantification by all packages, and we found
that using the two-peptide rule obtained notably better quantitative out-
comes than using one peptide per protein (S/ Appendix, Fig. S6).

iii) Proteins with missing data were excluded from comparison of reproduc-
ibility, precision, accuracy, and FADR, which is a common practice used
in many other comparative studies (11, 33, 54, 57). Missing data impu-
tation was not employed, as it was not the focus of this study, although
it appears to be complicated and widely debated (13, 57, 58).

iv) Optimal normalization methods were applied for individual packages to
correct analytical variance and biases. Raw and processed quantitative
results are provided in Datasets S2 and S3.
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