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A person sees an object once, and then seconds, minutes, hours, days, or weeks later, she sees it again. How is the person’s

visual memory for that object changed, improved, or degraded by the second encounter, compared to a situation in which

she will have only seen the object once? The answer is unknown, a glaring lacuna in the current understanding of visual

episodic memory. The overwhelming majority of research considers recognition following a single exposure to a set of

objects, whereas objects reoccur regularly in lived experience. We therefore sought to address some of the more basic

and salient questions that are unanswered with respect to how repetition affects visual episodic memory. In particular,

we investigated how spacing between repeated encounters affects memory, as well as variable input quality across encoun-

ters and changes in viewed orientation. Memory was better when the spacing between encounters was larger, and when a

first encounter with an object supplied high quality input (compared to low quality input first, followed later by higher

quality input). These experiments lay a foundation for further understanding how memory changes, improves, and

degrades over the course of experience.

Human visual episodic memory is remarkable, variously described
as massive, invariant, and explicit: respectively, storing a large
number of objects, able to recognize an object despite changes
in appearance and viewing conditions, and able to discriminate
between objects that are different but share visual properties
(Quiroga et al. 2005; DiCarlo and Cox 2007; Brady et al. 2008;
Rust and Stocker 2010; Schurgin 2018). Stated simply: people re-
member a lot about the things that they see over a lifetime, and
they remember with a level of precision that remains out of reach
for artificial systems (Pinto et al. 2008; DiCarlo et al. 2012;
Andreopoulos and Tsotsos 2013). The impressive nature of visual
episodic memory is salient in everyday experience. Most people
effortlessly recognize a great deal of their past visual experiences,
a fact that is well documented experimentally (Shepard 1967;
Standing 1973; Cansino et al. 2002; Brady et al. 2008, 2009, 2013;
Konkle et al. 2010; Yonelinas et al. 2010; Squire and Wixted
2011; Yu et al. 2012; Guerin et al. 2012). An important difference
between typical laboratory experiments and everyday experience,
however, is that experiments usually involve a single exposure to
each of the images a subject will eventually be tested on later,
whereas everyday experience usually involves reoccurrences.

How then do our memories change as we reencounter
previously seen visual stimuli? Seeing an object more than once
does improve later memory performance with respect to that ob-
ject (Hintzman 1976; Wiggs et al. 2006; Reagh and Yassa 2014).
Beyond this, surprisingly little is currently known.

The purpose of the current study is by no means to fill this
void entirely. Instead, we sought to ask three questions that appear,
to us, as intuitively and empirically motivated places to begin. The
project is largely descriptive at this time, with the expectation that
establishing a few basic effects will eventually help researchers to
characterize the mechanisms that produce any observed changes.
The three questions of interest currently are: (1) Does memory
respond to changes in the quality of an input over reoccurrences?

(2) Do viewpoint (orientation) changes over reoccurrences affect
memory? (3) And (how) does the spacing or time between reoccur-
rences affect memory?

Experiment 1: variable quality across encounters

To begin, we considered the fact that experiences with objects
are likely to vary in quality. Therefore, we asked whether memory
benefits when a lower quality encounter either precedes or follows
a higher quality one? This is an important first question because all
three potential outcomes seem plausible. It may be that the last
encounter an observer has with an object has the greatest bearing
on subsequent long-term memory performance: a recency-effect.
In contrast, it may be that when observers are first given a high-
quality encounter this fosters better conditions for the assimilation
of information in the future, resulting in more robust memories.
And of course, it is possible that memory is commutative (like
addition), with a poorer input and a better input always assimilat-
ing to the same endpoint, regardless of the sequence. While not
explicitly investigating repeated encounters, previous research
has shown there is a performance benefit when the presentation
of images during study and test conditions are congruent (Ray
and Reingold 2003). Thus, it is possible that memory mechanisms
operate ideallywhen there is no variability across inputs, regardless
of whether those encounters are higher or lower quality. It is im-
portant to note that each of these possibilities may provide a
more nuanced explanation of the reconsolidation literature, which
suggests that when new information about an item is introduced
the memory for that item is reactivated, and the new information
subsequently alters the original memory through reconsolidation
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and reencoding mechanisms (Nader and Hardt 2009; Alberini and
LeDoux 2013).

To answer this question, we presented participants with a
stream of real-world objects during an encoding phase. Each image
in the stream appeared twice, and each image was embedded in
variable noise. To create noise, we randomly scrambled a percent-
age of pixels in each image, a technique that was successful in
previous experiments (Schurgin and Flombaum 2015, 2018). The
logic is that randomly scrambling pixels is a way to continuously
degrade the ability to recognize an object, hopefully approximat-
ing the effects of a variety of real world factors that would do the
same, such as dim lighting, viewing from a distance, or viewing
through a partially transparent surface. By varying the amount of
noise, we sought specifically to control the quality of input during
first and second encounters. In addition to presenting someobjects
in high-noise first, and some in low-noise first, we also presented
some objects with low-noise (i.e., better input) on both occasions,
some with more noise on both occasions, and we also included
images that appeared only once, with either high or low noise;
these four extra conditions were intended to supply baselines for
comparison.

Thus, the experiment included six conditions: an image
could appear twice with both presentations in low-noise, both
presentations in high-noise, an initial presentation in high and
then low-noise (high-low), and an initial presentation in low
and then high-noise (low-high). Additionally, 1/3 of the images
only appeared once, either with higher or lower noise (see Fig. 1).
Encoding of images took place in an incidental encoding para-
digm, and recognition memory was later tested using a two-
alternative forced-choice procedure (2AFC) wherein a previously
shown image was paired with an unshown foil, and participants
were asked to identify which of the two images they previously
saw. We chose to use a 2AFC test rather than individual object
report (i.e., Old/New), as performance is generally better in 2AFC
tasks (given the same underlyingmemory strength, it is always eas-
ier to pick the maximum likelihood of two things; see Macmillan
and Creelman 2004), and we wanted to maximize our ability to
observe differences across conditions. In half of the 2AFC tests,
the “new” image was categorically different from the image paired
with it. We call these “New” test trials. For a more challenging test
of recognition, half the tests involved a categorically similar object
as the paired foil, trials which we will call “Similar” tests.

For all analyses, we converted percent correct into d′, which is
a signal detection measure that offers an unbiased measure of a
memory match signal strength (Green and Swets 1966). We

entered the data into a within-subjects ANOVA (n = 29) with test
type and exposure type as a factor. We observed a main effect of
test type, F(1,28) = 438.63, P < 0.01, h2

p = 0.94. There was a main ef-
fect of exposure type, F(5,140) = 72.07, P < 0.01, h2

p = 0.72. And we
observed a trending interaction between test and exposure type,
F(5,140) = 2.24, P = 0.054, h2

p = 0.074
We followed up with planned comparisons intended to ad-

dress two specific questions. First, was our noise manipulation
effective in altering memory performance? For the New test we
found significantly better performance when a low-noise encoun-
ter followed a high-noise encounter (d′ = 2.93) compared to when
both encounters were high-noise (d′ = 2.34), t(28) = 4.53, P < 0.01,
Cohen’s dz = 0.84. This comparison was also significant in the
case of the Similar test (d′ = 1.45 versus 1.18), t(28) = 2.36, P = 0.03,
Cohen’s dz = 0.47. Thus, noise had an impact on performance
in the minimal sense that low-noise did improve performance,
compared to encountering only high-noise. Also indicating that
the noise manipulation was effective, two low-noise encounters
(d′ = 2.02) produced significantly better performance than low-
followed by high-noise (d′ = 1.67) for the difficult Similar test,
t(28) = 3.52, P < 0.01, Cohen’s dz = 0.66.

We also investigated performance for the dual encounter
relative to single encounter conditions. Across both New and
Similar tests, a single high noise encounter resulted in signifi-
cantly worse performance relative to all the dual exposure condi-
tions (all P’s < 0.01). However, there were some interesting
differences relative to a single low noise encounter. For the
New test, performance for a single low encounter (d′ = 2.65) was
significantly better than the High-High condition (d′ = 2.34),
t(28) = 2.63, P = 0.01, Cohen’s dz = 0.49. And for the Similar test,
there was no significant difference across the single low encoun-
ter (d′ = 0.99) and High-High condition (d′ = 1.18), t(28) = 1.47, P =
0.15, Cohen’s dz = 0.27. This suggests that a single low noise en-
counter contained just as much, if not slightly more information,
than two high noise encounters. For all other comparisons, across
both New and Similar tests performance was significantly better for
the dual encounter conditions versus a single low noise encounter
(all P’s < 0.03).

The main question of interest was whether order matters
when encounters have mixed quality. We found that order
does matter: a low-noise encounter first was better than having
it come second. For the New test, planned follow-up analyses
found a significant difference between High-Low (d′ = 2.93) and
Low-High (d′ = 3.14) conditions, t(28) = 2.06, P = 0.048, Cohen’s
dz = 0.38. For the Similar test, the comparison produced a

similar effect size, but it was only trend-
ing in terms of significance (d′ = 1.45 ver-
sus 1.67), t(28) = 1.76 , P = 0.09, Cohen’s
dz = 0.33 (Fig. 2).

To summarize, the interesting result
here was that a low-noise encounter fol-
lowed by a high-noise encounter support-
ed better recognition performance than
the reverse (i.e., high-noise first). This is
consistent with an integration mecha-
nism in which a high-fidelity exposure
forms a basis that allows more informa-
tion to be gleaned froma later low-fidelity
exposure.This couldbe realized, for exam-
ple, if pattern completion (see Yassa and
Stark 2011) dependsmore on the strength
of the stored information that triggers it,
as opposed to the quality of the incoming
information that becomes assimilated.
Regardless of specific mechanism, the re-
sult is descriptively interesting, perhaps

Figure 1. Illustration of the methods used in Experiment 1. During incidental encoding, participants
saw images of real-world objects twice, embedded in either low (40%) or high (70%) noise across en-
counters (in addition to single encounter control conditions). At subsequent test, participants saw two
images on screen. One image had been previously encoded, whereas the other was a novel foil. For New
tests, the foil was a completely new, categorically distinct image. For Similar tests, the foil was a similar-
looking object.
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even surprising. Recognition performance was “worse” when
the exemplar that observers sawmost “recently”was the “better fi-
delity” one.

Experiment 2: variable orientation across encounters

Orientation or viewpoint changes are a typical type of everyday
variability; the same object will rarely (if ever) be seen from the
exact same orientation as before, introducing dramatic changes
to surface feature information across encounters (DiCarlo and
Cox 2007; Rust and Stocker 2010).

We sought to investigate what happens when observers
see an object twice from the same compared with two different
orientations, conditions we will call Consistent Encounters and
Variable Encounters. We also manipulated orientation at test,
sometimes showing an object at one of the orientations in which
it was shown before, and sometimes showing an object at a third,
never-before-shownorientation. During test, the object was always
paired with a new foil, a never-before seen and categorically differ-
ent object. Therefore, the test manipulation in this experiment
was whether the target object was shown in an orientation it had
been shown in before (Original Orientation Test), or in a new ori-
entation (New Orientation Test; see Fig. 3). Although long-term
memoryperformance is sometimes impairedwhen an object needs
to be recognized at a new orientation (from the onewhen it was en-
coded; Srinivas 1995; Schurgin and Flombaum 2018), certain task
demands have been shown to produce viewpoint-invariant recog-
nition (Tarr andHayward 2017), and it has also been theorized that
viewpoint invariant representations may be best acquired from
multiple, variable encounters with the same object (Srinivas 1995).

In other words, tolerance is possibly bred from familiarity
since a relevant object can look different from various viewpoints.
Accordingly, we predicted that in the NewOrientation Test, mem-
ory performance would be better in the Variable Encounter condi-
tion compared with the Consistent Encounter condition, since
having already seen an object from two orientations, as opposed
to one, would make it easier to recognize that same object from a
never-before-seen orientation.

But that is not what we found. There was no significant dif-
ference in New Orientation Test performance as a function of

exposure condition: Consistent Encounter (d′ =
2.53) versus Variable Encounter (d′ = 2.65) con-
ditions, t(29) = 0.71, P = 0.48. Nor was there a
difference in theOriginal Orientation Test condi-
tion: Consistent Encounter (d′ = 2.91) versus
Variable Encounter (d′ = 2.72) conditions, t(29) =
1.21, P = 0.24 (see Fig. 4).

Given the overall high performance ob-
served in d′, we sought another measure that
would be perhaps more sensitive to condition,
latency to respond.1 Previous research has found
this to be a sensitive measure, particularly when
examining differences in object recognition by
orientation (Srinivas 1995; see also Srinivas
and Verfaellie 2000). But here, we failed to find
significant differences for Variable versus Con-
sistent conditions: for the NewOrientation Test,
Consistent Encounter (latency to respond =
1.71 sec) versus Variable Encounter (1.70 sec)
conditions, t(29) = 0.21, P = 0.83. For the Original
Orientation Test condition, Consistent Encoun-
ter (1.57 sec) versus Variable Encounter (1.58
sec) conditions, t(29) = 0.17, P = 0.86.

Encountering an object twice from two dif-
ferent orientations did not produce more toler-

ant memories. But since there was no difference between the
encounter conditions with any test, it remains difficult to draw a
strong conclusion. The task used here was perhaps too easy, in ge-
neral. The high performance observed is likely due in part to all im-
ages being presented at encoding without noise and that fewer
items were encoded (due to stimuli constraints) relative to
Experiment 1. Future research should further investigate how re-
peated exposures with orientation changes do or do not impact
subsequent recognition.

When comparing different test performance across each con-
dition, we did find a significant effect such that in the Consistent
Encounter condition performance was significantly better for the
Original Orientation than the Different Orientation test, t(29) =
2.75, P = 0.01. We failed to observe this effect in the Variable
Encounter condition, t(29) = 0.55, P = 0.59. This suggests that over-
all, performance was slightly better in the Consistent Encounter
condition.

Figure 2. Results of Experiment 1. The primary finding was that performance was better
when observers first encountered a low-noise image followed by a high-noise image compared
to the reverse (i.e., high-noise first). * designates P < 0.05, ∼ designates P = 0.09. Error bars
represent within-subject error (to remove between-subjects variability, see Cousineau 2005).

Figure 3. Illustration of the design of Experiment 2. During encoding,
objects were encountered twice either from the same orientation
(Consistent Encounters) or two different orientations (Variable En-
counters). At subsequent test, the target was shown alongside a foil in
the orientation it had been shown in before (Original Orientation Test)
or a new orientation (New Orientation Test).

1We thank an anonymous reviewer for making this suggestion.
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Experiment 3: variable distance across encounters

What about the amount of time that elapses between two encoun-
ters with the same stimulus? Spacing effects have been explored in
the context of verbal and semantic episodic memory (Melton
1970; Smolen et al. 2016), but little is known about how variable
distance across encounters may affect “visual” episodic memory.
Previous research has found that when participants are shown a
continuous stream of images and tasked with detecting repeated
objects, there is no significant difference in performance for items
repeated with a short lag (3–14 items) or a long lag (19–34 items)
(Suzuki et al. 2011). But detecting repeated targets in a stream
of images may involve working memory and other executive
functions in ways that later recognition tests do not. The question
remains: Is it better for a second encounter with an object to take
place immediately, or with some time in-between, in terms of later
recognition of that object?

We explored this question by showing objects twice during
an incidental encoding paradigm. (This experiment also included
objects that were shown only once, to supply a performance base-
line). Here, however, we varied the distances between repetitions
in terms of the number of intervening objects shown before a
second encounter. Objects were either repeated after one interven-
ing item (i.e., 2-back, which amounted to 3 sec between encoun-
ters), or they repeated following ten intervening items (i.e.,
11-back, amounting to 25.5 sec between encounters; see Fig. 5).
At subsequent test, we used the same procedure as in Experiment
1. Participants were given a 2AFC test, where half the trials were
“New” test trials (where the foil was categorically different from
the image paired with it) and the other half of trials were
“Similar” test trials involving a categorically similar object as the
paired foil.

We chose these two spacing intervals because they were the
shortest and longest spacing available using the incidental encod-
ing approach of the previous experiments. The 2-back spacing
involved nearly immediate repetition, but with enough time to
preclude any chance of repetition blindness (Kanwisher, 1987).
And 11-back was the longest spacing available to ensure that
half the objects could repeat at this duration over the course of
a 25-min exposure session. Contrasting the longest and shortest
spacing available allowed us to compare two reasonable options
for the interaction between timing and repetition. One possibility
is that repeated exposure reinforces memory best when there has

been little opportunity for intervening decay and/or interference.
This hypothesis would predict that front-loading repetition would
benefitmemory performance, compared to repetition over a longer
gap. On the other hand, a longer gap may supply a better basis for
reinforcement through repetition by supplying a base memory
that has had more time to enter long-term memory and benefit
from potential reactivation during the second encounter.

We entered the data into a within-subjects ANOVA (n = 28)
with test type and distance as a factor. We observed a main effect
of test type, F(1,27) = 138.6, P < 0.01, h2

p = 0.93. We also observed
a main effect of distance, F(2,54) = 17.04, P < 0.01, h2

p = 0.39.
Finally, we observed a trending interaction between test type and
distance, F(2,54) = 2.98, P = 0.059, h2

p = 0.10.
For the New test, follow-up analyses revealed that 11-back

performance (d′ = 3.74) was significantly better than 2-back
performance (d′ = 3.38), t(27) = 2.75, P < 0.01, Cohen’s dz = 0.54.
In addition, 2-back performance was significantly better than a
single exposure (d′ = 3.08), t(27) = 2.46, P = 0.02, Cohen’s dz = 0.46
(see Fig. 6).

For the Similar test, follow-up analyses failed to find a signifi-
cant difference between 11-back (d′ = 1.71) and 2-back (d′ = 1.63)
performance, t(27) = 0.92, P = 0.37, Cohen’s dz = 0.17. 2-back per-
formance compared with a single exposure trended toward signifi-
cance with a reasonable effect size, (d′ = 1.41), t(27) = 1.89, P = 0.07,
Cohen’s dz = 0.36.

Overall, performancewas better for objects encountered twice
(2-back or 11-back) compared to once (single exposure). More im-
portantly, for the New test, performance was significantly better
for objects encountered in the 11-back compared to the 2-back
condition. When additional time between encounters was intro-
duced subsequent recognition performance benefited.

Whywould a longer delay supply a better basis uponwhich to
assimilate information during the repeated exposure? A possibility
has to do with transfer from short-term or working memory into
long-term memory. Specifically, a short delay might mean that
the assimilation of the two encounters happens in a short-term
memory store, and that the single assimilated memory moves
into long-term memory. That long-term memory then lays dor-
mant, never becoming reactivated during the experiment, until
the recognition test, that is. In the longer delay, however, the trace
from the first encounter may have already moved into long-term
memory when the repetition arrives. The second encounter may
now reactivate a long-term memory. The key difference between
the delay conditions may therefore be whether or not a long-term
memory for a given stimulus becomes reactivated prior to the

Figure 4. Results of Experiment 2. Across both Original Orientation and
NewOrientation tests, we failed to find a significant difference whether an
object had been encountered during encoding twice from the same orien-
tation (Consistent Encounters) or two different orientations (Variable
Encounters). Error bars represent within-subject error.

Figure 5. Encoding conditions of Experiment 3. Objects were encoun-
tered either once (Single Presentation), or twice with one intervening
item (2-back, 3 second gap) or ten intervening items (11-back, 25.5
second gap).
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recognition test. Imaging and other approaches may be useful for
testing this idea, or otherwise explaining the causes of the delay
differences observed.

Discussion

While the majority of research investigating visual episodic mem-
ory has been concernedwith performance following one exposure,
the formation of our visual memories in the real-world develops
over time and over repeated encounters with stimuli. We sought
to expand our understanding of the dynamics of memory changes
across time through examining how memories change after reex-
posure. What are the variables that improve our memory strength
or tolerance over time?

We observed that both the quality of an observer’s initial en-
counter with an object (Experiment 1) as well as the time between
encounters (Experiment 3) affect memory performance. However,
we failed to find that encountering an object multiple times at dif-
ferent orientations createsmore tolerantmemories (Experiment 2).
Altogether, these findings identify several factors demonstrating
how memory changes, improves, and degrades over the course of
multiple experiences.

Clarifying integration mechanisms in memory
The present results clarify how integration mechanisms operate
over multiple prolonged encounters with objects. Specifically, in
Experiment 1 we observed that when given multiple encounters
with an object, even if one of those encounters was embedded
in high noise, recognition performance was better compared to a
single low noise exposure. For example, High-Low noise perfor-
mance was always significantly better than a single Low noise
exposure, suggesting that even when observers were initially given
a degraded input, this still allowed them to integrate subsequent
information to construct a robust long-term memory. This is
an important point, as it not only precludes the possibility that
observers primarily rely on their last encounter with an object
to inform subsequent memory tests (i.e., a recency-effect), but it
also demonstrates that integration over long durations does occur,
even when one is supplied an initially degraded representation.

This suggests information is being indexed multiple times in
order to construct a more diagnostic representation. Considering
this can occur evenwhen initially supplied a degraded (high noise)
encounter, it is interesting to considerwhatmechanismsmaybe fa-
cilitating this indexing process. One possibility is that participants

are relying on some sort of schema or categorical knowledge tem-
plate (Konkle et al. 2010), which facilitates integrating even noisy
encounters into a representation that can be subsequently indexed
with new information. However, if this is the case, would these
same effects occur for previously unseen objects, such as greebles
(artificially created objects observers would have no previous expe-
rience with)? Previous research suggests that integration mecha-
nisms would likely be less efficient, as recognition performance
for greebles relies on training and repeated experience (Gauthier
et al. 1998), and short-termmemory for greebles is affected byexpe-
rience (Wagar and Dixon 2005). This question remains far from re-
solved, and future research should investigate the potential
representational structure that allows for the assimilation and in-
dexing ofmultiple experiences. Themethods developedhere could
be used productively to explore questions about unfamiliar objects.

It is also important to note that recognitionwas better when a
low-noise encounter was followed by a high-noise encounter than
the reverse (i.e., high-noise first). This is surprisingly novel, as per-
formance was worse when the last encounter an observer had with
an image was “better.” This supports that integration mechanisms
inmemoryoperate bestwhen ahigh-fidelity exposure forms a basis
that allowsmore information to be gleaned froma later low-fidelity
exposure. In the reconsolidation literature, amemory is reactivated
when new information about that item is reencountered, and that
new information subsequently alters (or is integrated) with the
original memory through reconsolidation and reencoding (Nader
and Hardt 2009; Alberini and LeDoux 2013). Our results suggest
that reconsolidation processes may operate best when an observer
has a stronger original memory to rely on, as it is better able to
assimilate newly encountered information. This is consistent
with previous research, which has shown that after an initial expo-
sure with a line drawing of a fragmented object, less information is
needed to correctly identify that same object during a future test
(Kennedy et al. 2007).

Our results also have several possible implications for inform-
ing the theoretical understanding of pattern completion. Pattern
completion is defined as a neurocomputational process by which
incomplete or degraded signals are filled-in based on previously
stored representations, and it is theorized to assist in our long-term
memory abilities (Yassa and Stark 2011). In the context of our
Low-High effect, it could be that the noisier second encounter
overlaps sufficiently with the previously stored representation to
enact pattern completion. As a result, the subsequent exposure
only strengthens the existing representation (this could be one
potential mechanism through which the reconsolidation process-
es described above could occur). In contrast, a first high-noise
encounter may not supply a sufficient basis for engaging pattern
completion. Put anotherway: pattern completionmaybe a process
that allows the past to fill in the present (so to speak), but not the
present to fill in the past.

Potential implications for memory consolidation
There remains much that is unknown about the consolidation
process of representations into visual episodicmemory. Tobe clear,
by consolidation we mean the representation had more time to
enter long-term memory systems and amalgamate into a stable,
diagnostic representation (which may be distinct from biological,
molecular, or neurological definitions of consolidation processes).
Previous research has shown that working memory maintenance
appears to be a critical step to subsequent long-term consolidation
(Ranganath et al. 2005). However, other factors such as the total
number of items to be remembered (whether 20 or 360 items) or
increasing exposure past 1 sec (to either 3 or 5 sec) appear to have
no effect (positive or negative) on subsequent long-term memory
performance (Brady et al., 2013).

Figure 6. Results of Experiment 3. Across both New and Similar tests,
performance increased from the single encounter condition (red dashed-
line) to the 2-back condition (white), and was best at the 11-back condi-
tion (black). * designates P < 0.01. Error bars represent within-subject
error.

Properties of visual episodic memory repetition

www.learnmem.org 313 Learning & Memory



In Experiment 3, we demonstrated that when given two en-
counters of the same object, memory performance is better when
additional time is introduced between encounters. This is largely
consistent with the learning literature in other domains, which
has shown that additional consolidation time generally improves
performance (Melton 1970; Smolen et al. 2016). A limitation of
the present research is that only two variable distances were
explored (3 versus 25.5 sec). The current results could reflect that
in the 2-back condition information from the first presentation
was still being processed in long-term memory, whereas in the
11-back condition the additional delay allowed a more fully
formed representation to be constructed that could better assimi-
late information from the second encounter. It remains unknown
whether additional time between encounters improves perfor-
mance further, or at what time point memory performance
plateaus.

It is also important to note that these effectsmaynot be due to
consolidation processes, but rather reflect subsequent encounters
being more distinctive. In the 2-back condition, there is only
one intervening item, and the previously held encounter might
still be held to a certain extent in short-term memory. However,
in the 11-back condition there are ten intervening items before
the second presentation, whichmay in turnmake that subsequent
encounter more distinct. As a result, memory systems may see this
as a richer learning opportunity (relative to the 2-back condition),
resulting in the better memory performance observed at test.

Recently, research has shown that increasing distance be-
tween encounters in a visualmemory taskmay “decrease”memory
performance. Singh et al. (2017) observed that when observers are
tasked with detecting repeats in a long sequence of object images,
repetition detection decreases as the distance between repeated
items increases. Initially, these results may seem incompatible
with the present findings, but the confines and computational
challenges in this task are quite different from visual episodic
memory. Generally, in long-term memory (or object recognition)
observers are not consciously attending to a stream of stimuli pre-
sented in a specific order, with the sole task of identifying variably
spaced repeats. To accomplish this task observers need to utilize
additional cognitive components beyond memory, including
workingmemory and other executive functions. Considering visu-
al episodic memory is typically described as a passive system
(Squire 2004; Cowan 2008; Brady et al. 2011; Schurgin 2018), these
results are likely specific to the constraints associated with recog-
nizing repeated images within a continuous timeline (see also
Suzuki et al. 2011).

Insight into tolerance
Recent theories suggest part of the encoding process supporting
object recognition over the long-term involves integrating informa-
tion about an object over brief encounters (Wallis and Bülthoff
2001; Cox et al. 2005; Cox and DiCarlo 2008; Schurgin et al.
2013; Schurgin and Flombaum 2017). Humans appear to tempo-
rally associate information to build object representations through
saccades (Cox et al. 2005; Li andDiCarlo 2008; Isik et al. 2012; Poth
et al. 2015; Poth and Schneider 2016), as well as through exploiting
expectations about object physics (Schurgin et al. 2013; Schurgin
and Flombaum2017). This suggests that tolerance in the long-term
may ultimately depend on experience.

While tolerance may be learned through integrating encoun-
ters in the short-term, the present results suggest that building
tolerant representations does not depend on multiple encounters
with an object over longer periods of time. In Experiment 2, ob-
servers constructed robustly tolerant memories regardless of
whether they saw an object multiple times at the same or different
orientations. This demonstrates that tolerant memory representa-

tions can be rapidly constructed without much exposure to vari-
ability across multiple encounters.

Initially thismay appear surprising, but it is ultimately consis-
tent with previous research investigating tolerance in human
object recognition. When briefly flashed a photo, observers can
rapidly (<300 msec) recognize objects despite never having viewed
the photograph before (Potter 1976). This result is consistent
whether observers are shown color photographs or simplified line
drawings of objects, suggesting tolerance for recognizing objects
can be rapidly extracted for even abstract stimuli (Biederman
1987; Biederman and Ju 1988). Considering how quickly humans
can recognize objects despite considerable variability in inputs
(including line drawings devoid of any other surface feature infor-
mation), it follows that tolerance may not depend on learning
through multiple prolonged encounters with the same object.

Conclusion
The present results have broad implications for researchers study-
ing memory, learning, and object recognition. They demonstrate
the importance of moving past singular experiences to investi-
gate the integration of multiple encounters, and they begin to elu-
cidate the nature of the mechanisms that integrate new input into
long-term memories. Specifically, they suggest that these mecha-
nisms function more effectively given an opportunity to consoli-
date initial encounters, consistent with many other types of
nonvisual learning (Melton 1970; Smolen et al. 2016). Additional-
ly, our findings suggest that integration works best when an initial
encounter supplies a high-quality basis to assimilate with subse-
quent experiences. It is important to note the present results do
not clarify the exact nature of the specific mechanisms producing
the observed effects, and alternative explanations may exist. How-
ever, we have identified several factors that alter memory quality
over repeated encounters, and hope this foundation will assist fu-
ture researchers in identifying the specific mechanisms that sup-
port or degrade visual episodic memory over repeated experiences.

Materials and Methods

Experiment 1
A group of 32 JohnsHopkins University undergraduates participat-
ed in Experiment 1. The results of three participants were excluded
due to responding randomly (i.e., chance performance). All partic-
ipants reported normal or corrected-to-normal visual acuity.
Participation was voluntary, and in exchange for extra credit
in related courses. The experimental protocol was approved by
the Johns Hopkins University IRB. Stimuli were presented using
MATLAB and the Psychophysics toolbox (Brainard 1997; Pelli
1997). All stimuli were presented within the full display frame
of 39.43° × 24.76°. During the first phase of the experiment (inci-
dental encoding), participants were shown 300 color images of
real-world objects on a computer screen (taken from Schurgin
and Flombaum 2017, 2018—full database publicly available at
http://markschurgin.com), with each image shown twice as
already described. The cover task was to indicate whether an item
onscreen was an “indoor” or “outdoor” item. They indicated their
responses using the computer keyboard. Each imagewas on-screen
for 2000 msec, with a 500 msec inter-stimulus interval (ISI).
Responses were only recorded if the stimulus was on-screen.

All images of objects were shown once or twice across the
entire task (organized into two randomized blocks with repeated
images shown once in each block). And the imageswere embedded
in noise by randomly scrambling a percentage of their pixels. We
varied the amount of noise embedded in each image to be low
(40%) or high (70%). This created six memory quality conditions:
a single presentation in low-noise (Single Low), a single presenta-
tion in high-noise (Single High), when both presentations of an
object were embedded in high-noise (High-High), when both
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presentations were embedded in low-noise (Low-Low), when the
first presentation was embedded in low-noise and the second pre-
sentationwas in high-noise (Low-High), andwhen the first presen-
tation was in high-noise and the subsequent presentation was in
low-noise (High-Low). Participants completed a total of 600 trials
(60 each for images shownonce, 120 each for images shown twice).
There were no breaks during encoding, for a total encoding session
time of ∼25 min. Figure 1 provides a schematic of the stimuli and
procedure.

During each trial of the second phase (surprise retrieval), a
previously viewed object from encoding was paired with a new
object, and participants reported the one that was “old,” that is,
the one that appeared at some point in the encoding phase. For
half of the trials the new imagewas a completely new, categorically
distinct object (New test) and for the other half of trials the new im-
ageswas a categorically similar-looking object (Similar test). Images
were presented on-screen until participants made a response.

Experiment 2
A new group of 30 Johns Hopkins University undergraduates
participated in Experiment 2. All participants reported normal
or corrected-to-normal visual acuity. Participation was voluntary,
and in exchange for extra credit in related courses. The experimen-
tal protocol was approved by the Johns Hopkins University IRB.

All methods were identical to those in Experiment 1, with
the following exceptions: At encoding, participants judged wheth-
er the object was more “square” or “round.” This change was
made because the stimulus set used included an overwhelming
number of objects that would have been rated as “indoor” objects.
Participants viewed a total of 152 color images of objects without
noise (taken from Geusebroek et al. 2005). Each object was shown
twice (again organized into two randomized blocks, unbeknownst
to participants), but either from the same orientation (Consistent
Encounters condition) or two different orientations (Variable
Encounters condition). There were no breaks during encoding,
for a total encoding session time of ∼12.7 min.

During the surprise test, participants were only given New
tests. However, the image of the old object was either the same
as encountered during encoding (Original Orientation Test), or
the object shown from a completely new orientation (New
Orientation Test).

Experiment 3
A new group of 31 Johns Hopkins University undergraduates par-
ticipated in Experiment 3. The results of three participants were
excluded due to responding randomly (i.e., chance performance).
All participants reported normal or corrected-to-normal visual
acuity. Participationwas voluntary, and in exchange for extra cred-
it in related courses. The experimental protocol was approved by
the Johns Hopkins University IRB.

All methods were identical to those in Experiment 1, with the
following exceptions: At encoding, participants viewed a total of
360 color images of objects without noise. Each image was shown
either once (120 images), twice after a brief delay (120 images,
2-back), or twice after a longer delay (120 images, 11-back), for a
total of 600 trials during encoding. All stimuli were presented
continuously, in a pseudo-random order (to ensure images were
presented in either 2-back, 11-back, or single presentation condi-
tions equally). There were no breaks during encoding, for a total
encoding session time of 25 min.
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