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ABSTRACT

Background Minimally anchored Standard Rating Scales (SRSs), which are widely used in medical education, are hampered by

suboptimal interrater reliability. Expert-derived frameworks, such as the Accreditation Council for Graduate Medical Education

(ACGME) Milestones, may be helpful in defining level-specific anchors to use on rating scales.

Objective We examined validity evidence for a Milestones-Based Rating Scale (MBRS) for scoring chart-stimulated recall (CSR).

Methods Two 11-item scoring forms with either an MBRS or SRS were developed. Items and anchors for the MBRS were adapted

from the ACGME Internal Medicine Milestones. Six CSR standardized videos were developed. Clinical faculty scored videos using

either the MBRS or SRS and following a randomized crossover design. Reliability of the MBRS versus the SRS was compared using

intraclass correlation.

Results Twenty-two faculty were recruited for instrument testing. Some participants did not complete scoring, leaving a response

rate of 15 faculty (7 in the MBRS group and 8 in the SRS group). A total of 529 ratings (number of items 3 number of scores) using

SRSs and 540 using MBRSs were available. Percent agreement was higher for MBRSs for only 2 of 11 items—use of consultants (92

versus 75, P¼ .019) and unique characteristics of patients (96 versus 79, P¼ .011)—and the overall score (89 versus 82, P , .001).

Interrater agreement was 0.61 for MBRSs and 0.51 for SRSs.

Conclusions Adding milestones to our rating form resulted in significant, but not substantial, improvement in intraclass

correlation coefficient. Improvement was inconsistent across items.

Introduction

While direct observation is central to workplace-based

assessment (WBA) of clinical competence, assessors

contribute to substantial variability in ratings.1–4

Another source of variability appears to be the format

of the rating instrument. Efforts to improve the

reliability of WBAs have generally been directed toward

manipulating forms and rating scales.5

Several rating scales are commonly used for WBA.

Standard Rating Scales (SRSs) are often minimally

anchored by words such as unsatisfactory, good, very

good, and outstanding, and are in widespread use in

residency education. An example of an SRS scoring

form is the mini-CEX.6

A large scale investigation in the United Kingdom

found that a rating scale aligned to descriptions of

behaviors improved reliability of ratings and reduced

variability in scale interpretation.7 Expert-derived

frameworks of clinical competence, like the Accred-

itation Council for Graduate Medical Education

(ACGME) Milestone Projects, may be helpful in

defining level-specific performance for rating scales.8,9

Although preliminary studies have shown advantages

to using Milestones-Based Rating Scales (MBRSs)

over SRSs in differentiating among levels of learn-

ers,10,11 there is insufficient validity evidence to

recommend conversion to MBRS for all assessments.

Despite the paucity of studies to support the use of

milestones for rating forms, many residency manage-

ment software systems provide program directors

with the option to create assessment forms with

milestones that are used verbatim as anchors on

forms. There are concerns with programs’ use of the

milestones as anchors on rating scales without data to

support validity.12

The goal of this study was to gather evidence to

support the construct validity of MBRSs for scoring

chart-stimulated recall (CSR). CSR is a modified oral

examination that uses the examinee’s patient, rather

than a standardized case, as a stimulus for assessing

clinical reasoning.13,14 Use of CSR allows an assessor to

obtain information about residents’ clinical decision-

making by querying them about their management of

the patient. Few studies provide clear guidance on how

to optimally score CSR and, to our knowledge, there are

no MBRS scoring forms for CSR.7
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We compared the reliability of MBRSs versus SRSs

for assessing CSR using the ACGME Milestones as

descriptive anchors on a rating form. We used

Messick’s framework to identify content and response

process validity evidence.15

Methods
Study Design

The study consisted of (1) scoring instrument

development; (2) standardized case development;

and (3) instrument testing. A prospective randomized

crossover design was used. The study was conducted

at 4 unaffiliated internal medicine (IM) residency

programs in Chicago—3 academic medical centers

and 1 community hospital.

Scoring Instrument Development (Content

Validity)

Two scoring instruments were developed—one with

an SRS and another with an MBRS. An iterative

process of blueprinting CSR to the ACGME Internal

Medicine Milestones was used to establish content

validity (provided as online supplemental materi-

al).9,16 Two IM faculty and 2 chief residents

independently reviewed the 22 subcompetencies and

139 associated milestones. Eleven subcompetencies

and 27 milestones were identified as measurable by

CSR (see TABLE 1 for a sample item).

The 11 identified subcompetencies were used as items

for both forms. The SRS form mirrored the 9-point

ACGME level-based scale. The 27 identified milestones

were added as anchors for the MBRS. A tenth option,

insufficient information, was added to each form. Four

questions were added to the end of each form to gather

comments describing how raters chose their scores.

Standardized Case Development

Six cases, representing a spectrum of examinee

performance, were developed.17,18 Two authors

(S.T.R. and S.G.) created descriptions of learners

using behaviors described in the 11 subcompetencies

identified earlier. All depicted examinees were resi-

dents who demonstrated varying levels of ability to

answer questions about the management of common

inpatient cases. An example of a learner profile is

provided as online supplemental material. Learners

were not designated by postgraduate year since

progression through the milestones is competency

based rather than time based. Scripts were developed

based on how 2 of the authors (S.T.R. and S.G.)

thought a learner would answer a question posed by a

CSR examiner. A sample script is available as online

supplemental material. Scripts were reviewed by

experienced clinician-educators blinded to the learner

profiles to ensure that the level of the learners

matched the answers they gave in the script.

Reviewed scripts were used to develop videos of

CSR encounters. All examinees videotaped were men

to avoid possible variations in scoring due to gender.

Instrument Testing (Response Process)

Recruitment: Eligible participants were IM generalist

physicians who taught and evaluated residents during

inpatient rotations. We excluded IM subspecialists and

faculty who spend less than 20% of their time providing

patient care to avoid error from lack of familiarity with

general clinical management of the depicted cases. A

total of 84 faculty were invited by e-mailing the general

IM and hospital medicine listservs at participating sites.

No incentives were offered for participation.

Demographic Data Collection: Data were collected

to determine characteristics that may influence

responses to items, including gender concordance

between faculty and examinee19,20 and time spent in

education and clinical work.21

Randomization and Testing: Participants were ran-

domized to 1 of 2 groups (FIGURE 1). A web-based

platform was created for viewing and scoring. Formal

rater training was purposefully not provided for 2

reasons: (1) lack of formal rater training simulates

real-life settings where faculty development is not

consistently provided,7 and (2) MBRSs may improve

scoring accuracy independent of rater training by

offering a shared mental model of examinee perfor-

mance. After being given a definition of CSR and

guidance on navigating the online platform, all

participants watched 3 videos in the same sequence

during each session.

During the first scoring session, 1 group used the

MBRS and 1 used the SRS to score the same 3 videos.

What was known and gap
Expert-derived rating scales to improve the quality of
assessments are needed in a wide range of areas.

What is new
A milestones-based scale for scoring a chart-stimulated recall
task resulted in greater interrater agreement among internal
medicine faculty compared with a standardized rating scale.

Limitations
Small sample, single specialty study, and lack of rater training
limit generalizability.

Bottom line
Use of milestones in rating forms resulted in significant, but
not substantial, improvement in rater agreement; improve-
ment was inconsistent across items.
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Participants were given up to 4 weeks to complete the

scoring and were sent weekly reminders. Two weeks

after completing the first session, all participants were

invited to another scoring session using different

forms.

Institutional Review Boards at each participating

site reviewed and approved this study. Participants

provided consent according to the requirements of

each study site.

Data Analysis

Chi-square tests were used to examine differences

between the 2 randomized groups to test for potential

bias. Interrater reliabilities between the SRS and

MBRS were compared between cases and across

levels of performance. Intraclass correlation coeffi-

cients (ICCs) were calculated to account for chance

agreement.22,23 Comments were analyzed using the

constant comparative method without an a priori

framework.

Results
Script Review

Nine of 10 invited expert clinician-educators re-

viewed the scripts. Final distribution of expert scores

showed a range of performance levels across the 6

cases, ranging from level 1 to level 4 (FIGURE 2).

Instrument Testing

Eleven clinician-educators enrolled in each group;

some participants did not complete scoring, leaving a

total of 7 faculty in the MBRS group and 8 in the SRS

group (FIGURE 1). TABLE 2 shows demographic

characteristics.

A total of 529 ratings (number of items 3 number

of scores) using the SRS and 540 using the MBRS

were available (TABLE 3). Thirty-seven items scored as

insufficient information for MBRS, and 27 were

excluded for the SRS group. Percent agreement

between the SRS and MBRS was higher with MBRS

for the following items: use of consultants (92 versus

75, P ¼ .019); unique characteristics of patients (96

versus 79, P¼.011); and overall score (89 versus 82, P

, .001). Interrater agreement was higher for the

MBRS than SRS (ICC 0.61 versus 0.51). Using MBRS

TABLE 2
Participant Characteristics

Characteristics
SRS

Firsta
MBRS

Firsta

Between-

Group

Differences

P Value

Gender

Male 4 5 .80

Female 6 6

Type of practice

Academic medical

center

8 8 .69

Community hospital 2 3

Years since residency

, 1 2 0 .36

1–5 6 6

6–10 2 3

11–15 0 1

% time spent on education

, 25 7 7 .22

26–50 3 1

51–75 0 2

Clinical workload indexb

Low 2 3 .29

Moderate 3 6

Heavy 5 2

Abbreviations: SRS, standard rating scale; MBRS, Milestones-Based Rating

Scale.
a Participant numbers may not add up to 11 in each group as not all

participants answered all demographic questions. MBRS first: 1

participant dropped out after enrollment; 1 participant skipped

questions ‘‘years since residency’’ and ‘‘% time spent on education.’’
b The clinical workload index was calculated by separating percentage of

time spent in patient care and average daily census into quartiles and

summing the 2 quartiles to get a ‘‘clinical workload’’ index.

TABLE 1
Example of Rating Scale for Chart-Stimulated Recalla

Please Indicate the Resident’s Ability to Accomplish This Task:

Item 3: Appropriately Use Consultants

Standard

Rating

Scale

Level 1,

Critically

deficient

Level 2 Level 3 Level 4, ready for

unsupervised

practice

Level 5,

Aspirational

Milestones-

Based

Rating

Scale

Does not use

consultant

services when

needed for

patient care

Unable to justify

reason(s) for

consultation

Asks meaningful

clinical questions

that guide the

input of consultants

Weighs

recommendations

from consultants

in order to effectively

manage patients

Manages

discordant

recommendations

from multiple

consultants
a Standard Rating Scale form contains item, first and last row; Milestones-Based Rating Scale form contains all 3 rows.
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first did not lead to an increased likelihood of rating

learners higher during a second session using the SRS.

Analysis of feedback from raters showed that, in

addition to using their practices and other learners,

faculty used words on the rating scales on both forms

as frames of reference. Faculty struggled with the

cognitive load of scoring learners while observing

encounters.

Our results showed that the SRS had poor ICC for

scoring CSR, and adding the MBRS was only

marginally helpful in improving the reliability of

scoring. Adding milestones to our rating form

resulted in significant, but not substantial, improve-

ment in ICC, and improvement was inconsistent

across items.

Discussion

Our findings are consistent with assertion by Williams

and colleagues12 that adding descriptive anchors to

assessment forms may result in cognitive overload

without attendant improvement in assessment valid-

ity. Our findings diverge from those of Crossley and

colleagues,7 who noted consistent and substantial

variation between a ‘‘construct-aligned’’ assessment

scale, analogous to our MBRS and a conventional

scale. The way in which anchors in that study were

developed was not described, and it is possible that

their anchors were developed using a more detailed

process. Furthermore, their study included 2000

trainees, which likely resulted in an improved ability

to detect differences. It is possible that the assessors

were more familiar with the assessment methods used

in their study.7

A disappointing finding is that there were no

substantial differences for items 7 through 11

measuring systems-based practice (SBP) and practice-

based learning and improvement (PBLI). Prior studies

FIGURE 1
Randomization Scheme

FIGURE 2
Expert Ratings of Scripts
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have reported confusion regarding measuring these 2

competencies. Providing descriptions of behaviors

that demonstrate dimensions of performance in SBP

and PBLI could help evaluators develop a shared

mental model.24,25 It is possible that behavioral

descriptors from the ACGME Milestones added

clarity to items that asked about using consultants

and responding to characteristics of patients. Varia-

tion in the effectiveness of the MBRS in improving

reliability suggests that raters may already have

shared mental models for some competencies such

as data gathering.

The study engaged faculty in different settings,

lending support for generalizability to diverse groups

of faculty. Use of standardized videos limited the

potential for distractions related to the work envi-

ronment.26 The randomized crossover design allowed

us to determine whether the MBRS impacted future

scoring with the SRS.

This study has limitations. Formal rater training

was not conducted, consistent with common practice

as instructions on how to use the form may be more

commonplace, and contrasted with faculty develop-

ment on how to use the form to assess the

individual.27 It is possible that brief in-person training

sessions would have improved scoring accuracy for

both groups. Additionally, scoring a video may be

sufficiently different from scoring a learner in actual

practice, and may limit the generalizability of our

findings to ratings in the field.

Assessing scoring accuracy by comparing the scores

of raters to master coders would allow for the

collection of internal validity evidence for an MBRS

scoring instrument. Formal rater training and deploy-

ment of the CSR instrument in the field to determine

the utility of the scale when a rater is both the

examiner posing the questions and the rater scoring

the performance would be a next step. Comparing

scores to the level of training could provide further

validity evidence.

Conclusion

Although the ACGME Milestones used as narrative

anchors for CSR resulted in improvement in interrater

reliability, the improvement was small and inconsis-

tent, and interrater reliability remained poor overall.
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