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Conventional wisdom suggests that we are climbing, or even cresting, the ‘peak of inflated 

expectations’ when it comes to Big Data and machine learning.(1) From this elevated 

perspective, the view is filled with the promise of peerless data and computation: 

opportunities to revolutionize the delivery of critical care. Unfortunately, common wisdom 

also suggests that what follows the mountaintop high is the ‘trough of disillusionment’, a 

period marked by the failure to deliver on over-hyped promises.(2) Despite the potential for 

changing sentiments about machine learning over the next few years, key contributions 

today will allow us to traverse and ultimately reach the ‘plateau of productivity’ in critical 

care.

In this issue of Critical Care Medicine, Weissman et al make several important contributions 

that help enhance that value for machine learning in critical care (3). Drawing from over 

25,000 ICU episodes in the Medical Information Mart for Intensive Care (MIMIC) III data 

resource, they sought to develop a prediction model that could identify adult patients, 

starting early in the course of critical care, who would ultimately experience an adverse 

hospital outcome. Because their motivation was to develop tools that could be used to 

improve forecasting and prompt goals of care discussions, they aimed to predict the 

composite outcome of in-hospital death or an ICU length of stay of a week or longer.

Risk adjustment models that assess ICU patients’ likelihood of death or even length of stay 

are already highly developed in critical care.(4-6) Thus, the innovation in this study was 

two-fold. First, the authors extracted wholesale data from all clinical notes within the first 24 

to 48 hours of admission and used a series of approaches to distill out the most valuable 

information contained within them. This allowed them to quantify the incremental 

contribution of key unstructured data (i.e., free text documentation) in prediction model 

performance. Second, they used a set of algorithms, with and without the benefit of the 

clinical documentation, to identify the machine learning method that yielded the best 

predictive performance.

Their key findings serve as important confirmation that advanced machine learning 

algorithms (i.e., gradient boosted trees) leveraging an expanded universe of data (i.e., 

clinical documentation) offer the highest predictive performance. For example, while a 

simple logistic regression model using only 18 standard variables like vitals and laboratory 
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data exhibited very good discrimination (c-statistic: 0.79), a gradient boosted tree adding the 

500 most essential terms from clinical documentation significantly enhanced performance 

(0.89). Their prior work suggests that other advanced machine learning algorithms, 

including neural networks similar to those recently used for mortality prediction models by 

Google(7), did not reliably improve model performance for this application.(8)

Perhaps an even more important contribution of this study is that the authors describe their 

approach in painstaking detail, both through extensive supplementary materials and an 

available code repository, ensuring that others interested in iterative improvements can start 

from a proven and high-performing baseline. This helps to avoid duplicative and proprietary 

efforts which limit the generalizability and utility of some tools. The open source approach 

is also highly aligned with widespread movements in machine learning and artificial 

intelligence that make cutting edge software and tools readily available to all users, rather 

than keeping them cloistered and inaccessible.

This study also highlights several challenges that will impact the value of machine learning 

tools in critical care. First, while the discrimination of the models improved with the use of 

advanced machine learning techniques, the incremental gains compared to a simple logistic 

regression were relatively modest. Using a workup-to-detection ratio framework (i.e., the 

number of patients reaching alert threshold who need to be evaluated to detect one case)(9), 

which has implications for the clinical implementation of a prediction model, the estimated 

differential between the simplest model (2.6 to 1) and the most complex model (1.7 to 1) 

may not have a major impact on reducing clinical burden. Second, of the 12 most important 

terms extracted from clinical documentation in a parsimonious model including only 25 

variables, half were related to mechanical ventilation. Thus, the unstructured data appear to 

be capitalizing on clinical factors which are readily apparent to clinicians experienced with 

identifying patients at high risk for adverse outcomes. Interestingly, these high value terms 

differed from the authors’ a priori terms of interest which largely revolved around prognosis. 

Third, the parsimonious model demonstrated very similar performance to more convoluted 

models, suggesting that simpler may be nearly as good as more complex. Finally, the 

discrimination exhibited by the advanced machine learning models, was similar to that 

described in contemporary iterations of standard ICU scoring systems for assessing hospital 

mortality.(10)

Despite the coming peaks and valleys of hype that will accompany the use of machine 

learning in critical care, rigorous, transparent, and important studies like this one will be 

essential to shorten the time it takes for us to reach the ‘plateau of productivity’.
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