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A t their cores, the disciplines of public health and clinical 
medicine are both based on decisions. A rational approach 
to decision-making relies on weighing the predicted bene-

fits and risks of one alternative versus those of others. Accordingly, 
the quest for accurate predictions has consumed considerable 
effort for generations of researchers. Although the general frame-
work for medical decision-making is decades old and many robust 
prediction models exist, we are entering an era in which the 
amount, quality and latency of data have changed dramatically. 
And as more data become available faster, many more analysts are 
crafting predictions pertinent to individuals and populations.

In linked research, Manuel and colleagues advance the field by 
showing that information from population surveys can produce 
estimates of cardiovascular disease risk of comparable accuracy to 
estimates created from data collected within the health care sys-
tem using more traditional medical risk measures.1 This approach 
offers much less expensive data collection and is more easily 
repeatable than detailed measures that require a physical visit to a 
clinic and often an evaluation by a specialist. Although in-depth 
symptoms, physical examinations and specialized medical tests 
would likely refine such predictions, the survey-based model is effi-
cient and could be used to better rationalize the ordering of med
ical tests. Manuel and colleagues’ model particularly used smoking 
history in a more powerful way than most previous models have 
done. One downside of the approach is its oversimplification of 
measures that require physical assessment and are continuous, 
such as information about blood pressure; however, the authors 
should be congratulated on their exceptionally thorough and trans-
parent analysis using state-of-the-art statistical modelling.

An important element of the linked research is an in-depth 
analysis of the operating characteristics of the predictive model. 
Although appropriate methods for characterizing predictions are 
well-described,2 many published models fail to consider essential 
elements. At a basic level, those developing a predictive model 
should define its ability to discriminate between people with and 
without the outcome of interest, and its calibration with the actual 
event proportions in the relevant population. A major strength of 
the present model is that the researchers were able to assess the 
calibration within 205 subpopulations that would be of interest for 

decision-making. In fields with an advanced understanding of deci-
sion thresholds, further information about whether the information 
is useful in moving beyond a decision point is also advantageous. 
Knowing about a change in risk when nothing would be done dif-
ferently may not be useful to patients or clinicians.

The only notable fault we find with the authors’ analysis is that 
they, like many others, used percentiles of risk estimates in some 
characterizations of model performance. Grouping participants into 
percentiles would be appropriate in settings in which groups influ-
ence individual outcomes, but, in general, “percentiling” and the 
variable heterogeneity of absolute risk within intervals it entails 
obscures the fact that an individual’s risk is a function of her own 
characteristics and not of some group to which she may belong (i.e., 
interval boundaries are functions of how many participants have 
similar predicted risks). Continuous calibration curves showing abso-
lute accuracy over the entire risk spectrum without subgrouping pro-
vide a better way of understanding the characteristics of a model.

As we look forward, we must recognize the changes now occur-
ring in the health information environment. Electronic health records 

COMMENTARY

Individual risk prediction using data beyond 
the medical clinic
Robert M. Califf MD, Frank E. Harrell Jr. PhD

n Cite as: CMAJ 2018 August 13;190:E947-8. doi: 10.1503/cmaj.180967

See related article at www.cmaj.ca/lookup/doi/10.1503/cmaj.170914

KEY POINTS
•	 Amid growth in the quantity and availability of data, patients 

and their clinicians should expect ready access to high-quality 
information that predicts likely health outcomes over time, 
given alternative decisions about health and health care.

•	 Recent research shows that information from population 
surveys can produce estimates of cardiovascular disease risk of 
comparable accuracy to estimates created from traditionally 
collected health care data.

•	 Risk predictions using population survey data will be increasingly 
subject to scrutiny because, whereas the consequences of high-
quality predictions will be better outcomes, erroneous 
predictions that lead to wrong decisions have capacity for harm.

•	 The rate at which actionable predictions result in better outcomes 
will depend on commitment to investing in high-quality data 
collection and curation; ensuring transparency about data 
provenance, analytical methods and operating characteristics; 
fostering methodologic appropriateness and quality; and 
monitoring the impact of algorithms when applied in practice.



CO
M

M
EN

TA
RY

E948	 CMAJ  |  AUGUST 13, 2018  |  VOLUME 190  |  ISSUE 32	

are universally available in North America, and transactions are 
recorded in real time. As technology improves, curated informa-
tion will be available with shorter latency, making “just-in-time” 
decision support possible. At the same time, the costs of obtain-
ing biomolecular data, including genome sequences and details 
of molecular and immune system function, are rapidly diminish-
ing, and “digital phenotyping”3 with data from social media, sen-
sors and cell phones provides deep information about behav-
iour, values and social interactions. In addition, fixed aspects of 
the built environment and variable environmental elements are 
available in a geospatial context.4 The same qualities of the 
digital era that make so much information available also enable 
bidirectional exchange, which in turn makes outputting of pre-
dictions in the form of decision support directly to the decision-
maker increasingly possible.

These advances raise questions of how to ingest and analyze 
these newly accessible data sources efficiently and effectively to 
enable better understanding of health and disease, and to inform 
the many health and health care decisions being made every day. 
To this end, there is considerable interest in applications from the 
fields of machine learning and other kinds of artificial intelligence 
that can automate analysis to speed access to actionable results. 
In fact, multiple evolving approaches share a characteristic, in that 
the algorithm used changes in real time to optimize prediction. 
While such automation is attractive to those anxious for more 
effective decision support for health decisions, there is a robust 
discussion ongoing about which methods are best suited for which 
predictions. The spectrum of possibilities includes traditional bio-
statistical approaches that take into account explicit definitions of 
key analytical factors and assessment of biological and clinical 
plausibility; more flexible adaptive Bayesian approaches; and 
“black box” deep learning models that are difficult to explain in 
terms of discrete causal pathways.

Distinguishing predictions from causal inference is essential.5 
There is a tendency to believe that predictions about likely outcomes 
can substitute for randomization in determining whether an out-
come is causally related to an intervention or risk factor. While causal 
inference from observation and prediction is reasonable in many sit-
uations, for therapeutic clinical interventions, there is currently no 
substitute for randomization when expected effects are modest.

Converting probabilistic predictions to effective decision-making 
will require a major educational effort directed at both the health care 
workforce and the public, given that empirical studies reveal low lev-

els of numeracy.6 Our health care and public health systems must also 
invest in information curation and storage, and substantial funding is 
needed to develop an understanding of which analytical methods are 
best suited to which types of problems. In addition, regulatory agen-
cies are developing approaches to oversee predictive instruments, 
which almost certainly will require evaluation of the quality of sys-
tems rather than oversight of individual algorithms. But the power of 
predictions to influence decisions requires regulatory oversight, as 
substantial harm could result from a widely propagated error.

After decades of preparation, we are at a point where people and 
their clinicians should expect to have ready access to high-quality 
information that predicts likely outcomes over time, given a set of 
alternatives to consider when making decisions about health and 
health care. The basis for these predictions will no longer be limited 
to traditional medical evaluation data, as shown by Manuel and col-
leagues in their linked paper.1 It should be focused on actionable 
information that informs decisions or focused efforts to understand 
the mechanisms that generate health outcomes. These predictions 
will be increasingly subject to scrutiny because, whereas the conse-
quences of high-quality predictions will be better outcomes, errors 
or inappropriately promoted predictions that lead to wrong deci-
sions have an obvious capacity for harm. The rate at which action-
able predictions lead to better outcomes will depend on a broad 
commitment to the following: investing in high-quality data through 
better collection and curation; fostering methodologic appropriate-
ness and quality; ensuring transparency about data provenance, 
analytical methods and operating characteristics; and monitoring 
the impact of algorithms when applied in practice.
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