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The field of schizophrenia research is at a crossroads. 
On the one hand, relatively little progress has been made 
in elucidating its fundamental nature or in developing 
more effective treatments, leading to increasing calls for 
the death of this construct1 and its immediate replace-
ment by one of several proposed alternatives. On the 
other hand, there is no consensus about which of these 
alternatives should replace it as none of them have been 
found to better explain the set of facts associated with 
schizophrenia.2 Can we make transformational advances 
in our comprehension of human brain function and 
apply that understanding into a more accurate concept 
of schizophrenia? Multibillion-dollar research initiatives 
such as the US-based Brain Research through Advancing 
Innovative Neurotechnologies and the Europe-based 
Human Brain Project hope to revolutionize our appre-
ciation of how the human brain works. A prerequisite to 
these efforts is the ability to integrate and analyze “big 
data,” enabled by the exponential increase in the capac-
ity of computer systems to store and process data. This 
enhanced capability has spawned great excitement in 
the overlapping fields of computational psychiatry and 
network neuroscience,3 exemplified by the steep growth 
of scientific publications in the area. This trend is also 
reflected in the field of schizophrenia research;4 for exam-
ple, the number of publications on machine learning 
(ML) in this Journal has increased from an average of 1/
year between 2004 and 2013 to 9 in 2017 and 15 this year. 
The 5 articles on the topic in this issue of the Journal 
illustrate both the promise and challenges in the appli-
cation of ML methods to the study of schizophrenia.5–9

Arthur Samuel, who coined the term machine learn-
ing, defined it as “a field of study that gives computers the 
ability to learn without being explicitly programmed.”10 
The machine (computer) reveals relationships between 
different variables and categorizes individuals based on 
these relations and/or uncovers pathways between differ-
ent variables without being specifically instructed—the 

organization of the data is “naturally” derived directly 
from the input data rather than being limited or “dis-
torted” by some preconceived idea of the relationships 
between the data elements. In addition, in contrast to tra-
ditional statistical methods, the current capacity of the 
machines also allows dissection of multilayered complex 
relationships among the variables. These capabilities of 
ML are evident in the studies described in the 5 articles 
on the topic in this issue. (Input variables are analogous 
to independent variables and the output variable is anal-
ogous to the dependent variable).

Does ML then reveal the true nature of relationships, 
unconstrained by any bias or human influence? The 
answer is an unequivocal No. As illustrated in figure 1, 
there are several points of potential “distortion” in the 
process of ML and its application:

1. At the point of data collection with the choice of the 
sample on which to collect information, what variables 
to collect information on, how to collect the informa-
tion, etc.

2. Raw data are generally not input as collected. Instead, 
they are processed or “cleaned up” in some way and 
the manner of this processing can “distort” the output.

3. Some specifications are often placed on the model 
or algorithm and each ML method introduces some 
constraints.

4. Furthermore, the interpretation of the function 
derived from ML may or may not be useful or rele-
vant. It may not be comprehensible.

5. The model or algorithm generated may or may not 
be replicable or reproducible. Each model comes with 
a cost-variance balance wherein there is a trade-off  
between precision and generalizability.

Each of these constraints, demonstrated in the studies 
described in the 5 articles on ML in this issue, pervade 
all ML studies in schizophrenia. They are not, however, 
unique to ML studies and are evident in non-ML studies 
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as well. What needs to be recognized is that while tech-
niques of ML are powerful tools, they cannot compensate 
for constraints imposed in various stages in their applica-
tion (figure 1). A better appreciation of the nature of ML 
and its more rigorous application will better position our 
field in harnessing the enormous potential of ML in elu-
cidating the true nature of schizophrenia. ML researchers 
should provide greater detail about their specific methods 
at each stage (figure  1) and discuss the impact of their 
chosen parameters on the interpretation of the result-
ant model. In addition, because of the black box nature 
of model generation in ML, implicit assumptions under-
lying its specific application in a study should be spelled 
out. Finally, the specific question being addressed in any 
ML study should be clearly defined and the model that is 
generated should align with this purpose and its utility/
relevance should be continually evaluated. Readers need 
to develop a better understanding of the nature and types 
of ML. They should recognize that ML reveals patterns 
of association and therefore always generates models or 
hypotheses that need to be specifically tested. Additionally, 
ensuring greater literacy about ML in the field at large is a 
critical need.

Perhaps the computational tools of  ML will enable 
a finer dissection of  the neurobiological underpinnings 
of  schizophrenia and thereby help break the current 
impasse.

In schizophrenia research, as exemplified in this 
Journal edition, researchers have begun to seize on the 
opportunities presented by ML to advance knowledge 
and decision-making. Although our field’s exuberance 
about the promise of ML is justified, discipline is war-
ranted. The power of ML is such that its application to 
varied schizophrenia datasets will certainly generate a 

plethora of findings. Whether these findings contribute 
to a more valid construct of schizophrenia or merely add 
to the many unused bricks already strewn in the schiz-
ophrenia brickyard11,12 significantly depends on how we 
use ML in our research efforts. In all the hurry and hub-
bub, may we never lose sight of the prize: our goal is a 
deeper understanding of the pathophysiology of schizo-
phrenia leading to improved treatment.
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