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Measuring cell cycle-dependent DNA damage responses and p53 regulation on
a cell-by-cell basis from image analysis
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ABSTRACT
DNA damage in cells occurs from both endogenous and exogenous sources, and failure to repair such
damage is associated with the emergence of different cancers, neurological disorders and aging. DNA
damage responses (DDR) in cells are closely associated with the cell cycle. While most of our knowledge
of DDR comes frombulk biochemistry, suchmethods require cells to be arrested at specific stages for cell
cycle studies, potentially altering measured responses; nor is cell to cell variability in DDR or direct cell-
level correlation of two response metrics measured in such methods. To overcome these limitations we
developed a microscopy-based assay for determining cell cycle stages over large cell numbers. This
method can be used to study cell-cycle-dependent DDR in cultured cells without the need for cell
synchronization. UponDNAdamage γH2A.X inductionwas correlated to nuclear enrichment of p53 on a
cell-by-cell basis and in a cell cycle dependent manner. Imaging-based cell cycle staging was combined
with single molecule P53 mRNA detection and immunofluorescence for p53 protein in the very same
cells to reveal an intriguing repression of P53 transcript numbers due to reduced transcription across
different stages of the cell cycle during DNA damage. Our study hints at an unexplored mechanism for
p53 regulation andunderscores the importanceofmeasuring single cell level responses toDNAdamage.
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Introduction

Potential sources of damage to geneticmaterial of cells
are common in the environment. These can be both
endogenous, like reactive oxygen species produced as
byproducts of cellular metabolism [1], replication
errors or modification of bases [2], or exogenous,
like radiation or environmental mutagens. DNA
damage, if unrepaired, is associated with increased
risk of different cancers, neurological disorders and
premature aging [2]. Cellular responses to these
damages not only depend on the type of damage but
also on the cell cycle stage of the cell. For example,
homologous recombination (HR) is specific to cells in
S and G2 phases of the cell cycle. This is the case even
when the alternative to HR, non-homologous end
joining (NHEJ), is known to be more error-prone
[3]. Possible cell cycle dependence of base excision
repair and mismatch repair have also been investi-
gated, where the former was found to peak in G1
phase while the latter in S phase [4,5]. Major cell
cycle checkpoints are known to regulateDNAdamage
responses (DDR) andmany important oncogenes and

tumor-suppressor genes, which are mutated in differ-
ent cancers, are implicated also in cell cycle regulation
[6–8].

A number of studies have reported on the cell cycle
regulation of DDR and the genes involved in different
repair pathways [9–15]. Most of these studies employ
elegantmethods of bulk biochemistry or flow cytome-
try. However, bulk biochemistry measures the mean
level responses in a population of cells, and necessi-
tates cell synchronization in cell cycle studies [16–18],
which in itself may alter the measured response. For
example, aphidicolin blocks used to synchronize cells
at theG1-S boundary can induce replication stress and
activate ATR [19]; similarly serum starvation or dou-
ble thymidine blocks have their own caveats [20–22].
Such bulk biochemistry-based techniques also cannot
report on cell to cell variability of DDR or subcellular
localization of gene products nor do they yield infor-
mation about possible correlations between two mea-
sured responses on a cell-by-cell basis [23,24]. Flow
cytometry does report on the cell-to-cell variability in
a population of cells [25] but lacks localization infor-
mation and cannot be combined with the methods
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which yield absolute transcript counts like single-
molecule RNA fluorescence in situ hybridization
(smFISH) [26–28]. To overcome these limitations we
report a microscopy-based technique to study the cell
cycle dependence of DDR in asynchronous cells in
culture. A few previous studies have attempted to infer
cell cycle stage from DNA content in microscopy
images but were limited to low cell numbers [29]. A
recent study reported a great improvement on this
front [30]. Here we used a similar approach, which
we validated against different cell cycle markers. We
combined the method with the counting of individual
RNAmolecules opening up a new avenue of studying
cell-level transcriptional responses. We studied cell
cycle dependent γH2A.X induction, as a proxy for
DDR activation, with p53 regulation in terms of tran-
scription, translation, localization and phosphoryla-
tion on a cell-by-cell basis, thus integrating the
different facets of p53 function. We show that during
DNAdamage,P53 is not only translationally regulated
but intriguingly is also transcriptionally repressed.
Our studies open up a whole new avenue for studying
DDR at a single-cell resolution.

Results

Microscopy-based cell cycle staging

DNA damage response (DDR) involves an inter-
play of different protein pathways [31] which
finally leads to the repair of the damage or the
elimination of the damaged cell. Though there are
preferred repair pathways based on the cell cycle
stage the cell is in, many proteins are found com-
mon among different repair pathways [32]. Which
is why instead of investigating individual marker
proteins in isolation, it becomes important to
simultaneously interrogate more than one protein
and their interaction at a time. Here we report a
microscopy-based cell cycle staging of cells which
can be employed to investigate regulation of more
than one gene simultaneously – at protein and
transcript level – and their post-translational mod-
ifications like phosphorylation, which form major
benchmarks in DDR.

The principle behind the method is the same as
that of the conventional flow cytometry: cells are
staged according to their DNA content obtained
from the fluorescence intensities of DNA binding

dyes. Cells stained for DNA were imaged with the
appropriate stack numbers (Materials and
Methods). The average projection of such stacks
was then used to identify individual nuclei in the
field using a fully automated Matlab routine
(Figure 1(a)). The total intensity of a nucleus
thus identified was regarded as its DNA content.
Automated imaging and analysis over several hun-
dreds to thousands of nuclei yielded the expected
bimodal distribution of DNA content in a popula-
tion of cells corresponding to G1 and G2 peaks.
Figure 1(b) shows the comparison of such distri-
butions between asynchronous cells and cells
arrested at G1/S boundary using aphidicolin – a
potent inhibitor of B-family of DNA polymerases
– for three different cell lines: MCF7, A549 and
HeLa. As expected the populations of cells treated
with aphidicolin had their G2/M peaks suppressed
when compared with control cells corroborating
that the measured distribution of DNA content
was indeed related to the cell cycle. Further, the
coefficients of variation for G1- and G2-peak were
comparable with those obtained with similar ana-
lysis from a conventional flow cytometer
(Supplementary Figure S1). The above observa-
tions suggest that the numbers (intensity values)
obtained for the nuclei from the image analysis
could indeed reflect the DNA content of the cor-
responding nuclei. To further check the applicabil-
ity of our microscopy-based cell cycle staging, we
tested it against different cell cycle markers, at
both transcript and protein levels, in HeLa cells.

Cell cycle stages obtained from image analysis
conform with the expression profiles of cell cycle
markers

Cyclins are known primarily for their roles in
the regulation of cell cycle progression by asso-
ciating with cyclin-dependent kinases (CDKs).
Cyclin A and cyclin E, in particular, are known
to play critical roles in the regulation of the
transitioning of a cell from one cell cycle
phase to the other: cyclin E regulates G1 to S
transition [33] while cyclin A, depending upon
the CDK it associates with, regulates S to G2
and G2 to M transitions [34]. It is known that
Cyclin A expression – protein and mRNA –
peaks in late G2 and early M [35] while
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Cyclin E expression – protein and mRNA –
peaks in G1 phase through a combination of
regulated expression and degradation [36].
Because of this complementarity of their
expressions, we tested the microscopy-based
cell cycle staging presented here against them
by performing smFISH for both the cyclins
simultaneously on the same population of cells
(Figure 2(a)). The DNA content analysis pre-
sented here was conveniently merged with the
spot-counting algorithm for mRNA spots due
to its easy integrability with other analysis
tools.

We observed that though the mRNA counts in
individual phases of the cell cycle for both the
cyclins were spread across a wide range of values,
those cells identified as G1-phase cells from the
analysis had the highest average count for Cyclin
E1 and lowest for Cyclin A2, while the trend
reversed for G2-phase cells as expected (Figure 2
(b,c)). Moreover, simultaneous performance of
smFISH for Cyclin A2 and Cyclin E1 helped us
capture the anti-correlatedness of their expression

profiles with DNA content (Figure 2(e,f)).
Interestingly while the mean trend was as
expected, the scatter plots for mRNA numbers
(Figure 2(b,c)) showed a clear correlation with
DNA content for Cyclin A2 mRNA counts, while
the anti-correlation was less apparent for Cyclin E1
mRNA. As the cell goes through the cell cycle and
grows in size, mean transcription is thought to
increase as more cellular machinery for gene
expression is available to the cell. Thus a lot of
cell-to-cell variability is explained by the simple
fact of the cell growing larger as demonstrated
before [37]. For Cyclin E1, the specific cell cycle
dependent transcriptional down regulation
(whether by decreased production or increased
degradation of transcripts) may be partially offset
by the general tendency for increased transcription
as cells progress into G2; while for Cyclin A2, the
two effects would act in concert. This may explain
the observed trends in the scatter plots. A similar
trend was also seen even at protein levels for the
cell cycle marker proteins cdt1 and geminin
(Supplementary Figure S2-A). The presence of

Figure 1. DNA content analysis with imaging. (a) A field of HeLa cells with DNA stained with DAPI is shown. The yellow box is shown
magnified on the right. From images like these the nuclear masks were obtained from a fully automated Matlab program for
evaluation of DNA content. (b) DNA content histograms of mock and aphidicolin treated MCF7 (2250 cells), A549 (3480 cells) and
HeLa cells (3190 cells). Numbers on the peaks are corresponding coefficients of variation. (See also Supplementary Figure S1.).
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cdt1 and geminin in a cell marks G1 and G2
phases respectively; for this reason they are used
in FUCCI (fluorescent ubiquitination-based cell
cycle indicator)-based cell cycle staging of live
cells [38]. We immunostained the cells for cdt1
and geminin and observed again that the cell cycle
stages obtained from the microscopy conformed
with the expression profiles of the proteins
(Supplementary Figure S2-A). A similar trend
like the Cyclin mRNAs was seen with a stronger
correlation and differential expression for gemi-
nin, which peaks in G2, as opposed to cdt1,
which peaks in G1.

To further corroborate the efficacy of our method,
we tested it against the expression profile of Histone
H4 across the cell cycle. Transcription of histone genes

is strongly coupled to the S phase of the cell cycle
[39,40] and has been used for the determination of
cell cycle stage in smFISH experiments [37]. Here we
aimed to capture the observed correspondence
between transcript numbers of a Histone H4 family
member,Hist1H4E, and the cell cycle fromour image-
based cell cycle staging. As expected, the cells classified
as S-phase cells had the highest average count for
Hist1H4E transcripts (Figure 2(g)). The expression
profile captured the fact that histone transcription
peaks in S phase of the cell cycle determined from
DNA content (Figure 2(d)) despite the cell-to-cell
variability which also was reported previously [37].

Taken together, we have shown that the micro-
scopy-based cell cycle staging of cells proposed here
is as good as, or perhaps even better than,

Figure 2. Cell cycle staging from imaging conforms with the expression profiles of histone and cyclin mRNAs. (a) smFISH was done
for Cyclin E1 and Cyclin A2 simultaneously on the same population of HeLa cells (376 cells in total. Scale bar: 10μm). (b, c, d)
Distributions of Cyclin E1 (CCNE1), Cyclin A2 (CCNA2) and Histone H4 (Hist1H4E) mRNAs with respect to DNA content. Each dot
represents an individual cell. (E, F, G) Mean mRNA numbers for Cyclin E1, Cyclin A2 and Histone H4 in respective cell cycle phases. The
mean mRNA counts for Cyclin E1 for cells in G1, S and G2 phases of the cell cycle were 27 ± 1, 23 ± 2 and 17 ± 1 respectively while
for Cyclin A2 they were 24 ± 2, 111 ± 11 and 186 ± 9 and for Histone H4 they were 199 ± 20, 1057 ± 120 and 586 ± 132. On average,
G2/M cells had the highest number of Cyclin A2 mRNA and lowest of Cyclin E1 mRNA and vice versa for G1 cells. Histone H4 mRNA
number peaked in the S phase as obtained from the analysis (284 cells in total). (Errorbars are standard errors. See also
Supplementary Figure S2-A and S2-B.).
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conventional flow cytometry offering spatial resolu-
tion and the ability to access absolute transcript counts
at the same time.

Correlation between nuclear p53 and γH2A.X
levels increases in DNA damaged cells

With the cell cycle staging method standardized, we
used it to study the cell cycle regulation of different
DNA damage markers. It is known that damage in
DNA is followed by rapid rounds of histone mod-
ifications to facilitate DNA damage repair [41,42].
One such modification is the phosphorylation of
core histone variant H2A.X at serine 139, known
generally as γH2A.X, withinminutes of DNA double
strand breaks (DSBs) by the kinase ATM [43]. H2A.
X can get phosphorylated to up to 0.5 to 2 Mb across
the DSB and hence γH2A.X foci are considered as
markers of DSBs. Besides, it plays an important role
in cell cycle arrest via the p53 pathway [43]. p53 is an
important transcription factor known for its tumor-
suppressor role and is most frequently found
mutated in human cancer [44]. It is implicated in
major DNA repair pathways and is involved in reg-
ulating cell cycle by arresting cells in different phases
of the cell cycle during DNA damage [43,45].
Furthermore, it is known that p53 is mainly regu-
lated at translational levels by Mdm2 via inhibitory
interactions with ribosome protein L26 [46,47]. We
sought to employ our method to obtain a cell-by-cell
correlation of γH2A.X and p53 levels and localiza-
tion across the cell cycle in control and DNA
damaged cells. 4-nitroquinoline 1-oxide (4NQO), a
UV-mimetic drug, was used to induce DNA damage
in cells at 2 μg/ml concentration for 2 hours
(Figure 3(a)). Both UV and 4NQO are known to
induce γH2A.X in cells [48–50]. We observed that
while in control cells γH2A.X levels increased line-
arly with the DNA content, in DNA damaged cells
γH2A.X levels peaked in the S phase as was reported
previously [12] (Figure 3(c,d)). Nuclear levels of p53
however showed a linear correlation with DNA con-
tent in both DNA damaged and control cells
(Figure 3(e,f)). At the same time the correlation
between nuclear p53 and γH2A.X levels improved
significantly in DNA damaged cells over Control
cells (Figure 3(b)). We also counted γH2A.X foci in
cells using an automated foci-detection algorithm in

Matlab (Figure 3(g)). Cell cycle distributions of
γH2A.X foci counts were somewhat distinct from
the corresponding γH2A.X intensities (Figure 3(h,
i)), indicating that intensity and foci count may not
simply be proxies for each other. The mean number
of γH2A.X foci in control cells in G1, S and G2/M
phases were found to be 5.17 ± 0.18, 26.55 ± 0.64 and
27.34 ± 0.82 respectively, while the numbers for
DNA damaged cells were 62.93 ± 0.35, 72.96 ± 0.83
and 81.35 ± 1.25 respectively (Figure 3(i)). A similar
response in terms of γH2A.X and p53 levels was
observed in another cell line (HeLa) studied
(Supplementary Figure S3).

DNA damage response involves phosphoryla-
tion of DNA repair proteins to activate their
repair functions and enhance their stability. For
example, during DNA damage p53 is phos-
phorylated at serine 15 (p53-pS15) and serine
46 (p53-pS46). The former is known to pro-
mote stabilization of p53 on DNA damage
[51] while the latter is thought to be involved
in different aspects of DDR of which apoptosis
is just one [52,53]. We investigated the correla-
tions between p53 phosphorylated at serine 15
(p53-pS15) and at serine 46 (p53-pS46)
(Supplementary Figure S4). We observed that
the correlation between p53-pS46 and p53-
pS15 increased in DNA damaged – but non-
apoptotic – cells with both the forms reflecting
an increased damage response.

Together the above observations highlight two
major advantages of our microscopic analysis of
the cell cycle: first, increase in p53 can be mea-
sured specifically in the nuclear compartment, as
there is a handle of localization; second, in addi-
tion to γH2A.X intensity, the number of γH2A.X
foci can also be measured. While both micro-
scopic and flow cytometric analysis report the
induction of γH2A.X in DNA damaged cells,
such counts of γH2A.X foci or nuclear enrich-
ment of p53 in a given nucleus is inaccessible by
flow cytometry.

Transcriptional repression of P53 upon DNA
damage

It is known that p53 protein induction upon DNA
damage is regulated at the level of translation by
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Figure 3. Correlation between nuclear p53 and γH2A.X levels increases upon DNA damage. (a) Immunofluorescence (IF) for p53 and
γH2A.X in A549 cells (scale bar: 10 μm). (b) Correlation coefficient between γH2A.X and p53 levels increased in DNA damaged cells.
(c, e) Distribution of γH2A.X and p53 with DNA content in control and 4NQO-treated cells. γH2A.X levels linearly increased in control
cells while they peaked in the S phase in DNA damaged cells. (d) Mean levels of total nuclear γH2A.X. A large induction of γH2A.X in
DNA damaged cells in all the phases of the cell cycle was observed. (f) Mean levels of total nuclear p53. Significant induction of
nuclear p53 in DNA damaged cells was observed. (g) Results of the γH2A.X foci detection algorithm in Matlab. Most of the observed
foci were identified. The thin line represents the nuclear boundary. (h) γH2A.X foci number distribution in control and DNA damaged
cells. (i) Average number of γH2A.X foci in the respective phases of the cell cycle. The fold change here is smaller than that for γH2A.
X protein levels, as larger and more intense foci are formed in damaged cells without affecting foci count. All differences are
significant with p-value < 0.05 (K-S test). (Errorbars are standard errors. The analysis was done on 5000 cells for each plot. See also
Supplementary Figures S3 and S4.).
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Mdm2 via inhibitory interactions with ribosome
protein L26 [47,54,55]; but the transcriptional con-
tribution to the induction remains unclear. While
p53 protein is induced upon genotoxic stress, P53
mRNA levels are thought to be unaffected [55,56].
However, P53 transcription is thought to be cell
cycle dependent from previous bulk biochemical
studies using synchronized cells [17,18]. We inte-
grated microscopy-based DNA content analysis
with immunofluorescence (IF) for p53 protein
and smFISH for P53 mRNA to simultaneously
investigate cell cycle-dependent regulation of the
P53 gene at transcriptional and translational levels
during DNA damage in the very same cells
(Figure 4(a)) in an asynchronous culture.

The nuclear expression of p53 protein levels
obtained from IF when combined with smFISH

for P53 followed the same trend across the cell
cycle as was observed when IF for p53 was done
in isolation (Figure 3(e,f) and Supplementary
Figure S5). We observed a poor correlation
between P53 mRNA and protein levels in both
control and DNA damaged cells. Furthermore,
when P53 mRNA expression was looked at in
isolation, we found that while P53 mRNA counts
increased as the cells progressed in the cell cycle
both in control and DNA damaged cells, the aver-
age P53 mRNA count surprisingly was found to be
consistently lower in DNA damaged cells than that
in Control cells in all the phases of the cell cycle
(Figure 4(c,d)). A similar and even more pro-
nounced repression was observed in two different
cell lines studied, HeLa and MCF7 (Supplementary
Figure S6-A and S6-B). The observed repression in

Figure 4. Transcriptional and translational regulation of P53. (a) smFISH for P53 RNA was combined with IF for p53 protein in A549
cells (scale bar: 10 μm). (b) Correlation between P53 mRNA number and protein levels decreased in DNA damaged cells. (c, e) Cell
cycle distribution of P53 mRNA number and nuclear-to-cytoplasmic ratio of mean levels of p53. (d) Mean P53 mRNA counts in DNA
damaged and control cells in respective cell cycle phases. mRNA count is consistently lower in DNA damaged cells. The average
numbers of P53 mRNA in control cells in G1, S and G2/M phases of the cell cycle are 59 ± 1, 73 ± 3, 79 ± 3 while for DNA damaged
cells they are 52 ± 1, 65 ± 2, 74 ± 3. (f) Nuclear to cytoplasmic ratio of mean levels of p53 protein goes up in DNA damaged cells and
remains constant throughout the cell cycle in both DNA damaged and control cells. All differences are significant with p-value < 0.05
(K-S test). (Errorbars are standard errors. The analysis was done on 410 cells each. See also Supplementary Figures S5, S6-A, S6-B and
S7.).
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P53 mRNA count in DNA damaged cells could be
due to reduced transcription or increased degrada-
tion of P53 mRNA. To identify which of the two
was responsible we blocked transcription in cells
with DRB. We observed that when treated with
DRB the repression in P53 mRNA count in
4NQO-treated cells when compared with control
cells was almost entirely absent across the cell
cycle in three cell lines studied (A549, MCF7,
HeLa). These observations suggest that that the
repression observed in P53 mRNA count is due
to impaired transcription in DNA-damaged cells
and not due to active degradation (Supplementary
Figure S7). The reasons for this transcriptional
repression of P53 inferred by investigating abso-
lute RNA counts across the cell cycle, along with
translational induction of p53 protein, remain to
be investigated.

Another aspect of p53 regulation during DNA
damage is its stabilization and nuclear export. It is
known that in normal cells most of p53 pool in
cells is produced and degraded in the cytoplasm
itself [57], while in DNA damaged cells p53 is
exported to the nucleus and once the cell recovers
from the damage is mainly degraded in the
nucleus itself [58]. To investigate if nuclear locali-
zation of p53 during DNA damage is favored in
any particular phase of the cell cycle, we measured
the nuclear to cytoplasmic ratio of mean levels of
p53 in DNA damaged and control cells. We
observed a significant increase in the ratio in
DNA damaged cells when compared with control
cells indicating nuclear accumulation and stabili-
zation of p53. Despite this increased stabilization
and localization of p53 in the nucleus the mean
levels of the nuclear to cytoplasmic ratio of mean
levels of p53 remained constant across the cell
cycle in both control and DNA damaged cells
(Figure 4(e,f)).

Together the results show that though there is
an increase in p53 expression in DNA damaged
cells, there is there is surprising decrease in the
number of P53 mRNA in damaged cells when
compared with control cells due to reduced tran-
scription. This indicates that though p53 protein
induction is primarily regulated at translational
level, there is an underlying mechanism regulating
P53 transcription during DNA damage across the
cell cycle. And in spite of the poor correlation

observed between P53 transcript number and pro-
tein levels hinting at a possible decoupling
between the two processes, the observed repres-
sion of P53 transcription could possibly have a role
to play in p53-mediated DDR, requiring further
investigation.

Discussion

The cell cycle is known to be an important regu-
lator of DNA damage repair. Based on the cell
cycle stage the cell is in, it might prefer one repair
pathway to another [3] or might decide to repress
the repair altogether: for example, DNA repair is
known to be repressed in the mitotic phase of the
cell cycle for double-strand breaks [59]. The exist-
ing methods to study DDR in the context of cell
cycle using bulk biochemistry or flow cytometry
either do not report on cell-to-cell heterogeneity
or subcellular localization of gene products. Direct
correlations between mRNA counts or number of
damage foci, with DDR proteins are also not pos-
sible. Recently smFISH has been combined with
flow cytometry, but this assay still reports on rela-
tive intensities and not absolute transcript counts
like microscopy [60,61]. In a different context of
stem cell differentiation, smFISH has been com-
bined with imaging-based DNA content analysis,
but the cell cycle resolution was poorer in that
study [62]. FUCCI-based assays limit the number
of fluorophores which can be used to study
responses. To address the limitations of the exist-
ing methods, we devised a microscopy-based tech-
nique for studying cell cycle dependent DDR while
preserving access to statistics over high cell num-
bers. The DNA content histograms obtained
showed a clear bimodality with peaks correspond-
ing to G1 and G2 cells, as in a previous study [30].
By combining microscopy-based cell cycle staging
with smFISH, we counted the average number of
Cyclin A2 and Cyclin E1 transcripts in different
phases of the cell cycle and showed that the cell
cycle stages obtained from the analysis correctly
correspond to the expression profiles of these
cyclins. Together, we believe that the method pre-
sented here may provide richer information about
the cell cycle regulated processes. We then applied
our method to the study of p53 regulation upon
DNA damage, in terms of levels, localization and
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phosphorylation, in relation to γH2A.X induction
as a proxy for DDR activation.

The variant histone H2A.X is phosphorylated at
Serine 139 by the master ATM/ATR kinases in
response to DNA damage, and is called γH2A.X
in this form. Through downstream kinases ATM/
ATR also target p53. We found that γH2A.X
became correlated more strongly to the nuclear
enrichment of p53 upon DNA damage. γH2A.X
levels peaked in S-phase in DNA damaged cells,
while p53 protein levels showed a linear depen-
dence on DNA content both in control and DNA
damaged cells. p53 function may be controlled at
various levels through transcription, translation,
localization and phosphorylation, all of which
need to be addressed for insight into p53 regula-
tion. Because DDR in itself may be cell cycle
dependent, another important factor regulating
p53 is the cell cycle. Our microscopy-based
method could address all these aspects of p53
regulation allowing us to investigate the interplay
of more than one factor simultaneously in the
same cell. Single molecule detection for P53 tran-
scripts was combined with immunofluorescence
detection of p53 protein in the very same cells to
reveal an unexpected cell cycle dependent repres-
sion of P53 transcription upon DNA damage,
while the protein was induced. On further inves-
tigation the repression was attributed to impaired
transcription during DNA damage. At the same
time we observed that the correlation between P53
mRNA count and nuclear enrichment of p53 pro-
tein remained poor in both control and DNA
damaged cells, suggesting a possible decoupling
of transcription and translation. Finally, we also
looked at the nuclear transport of p53 protein
across the cell cycle in control and DNA damaged
cells by measuring the nuclear-to-cytoplasmic
ratio of mean levels of p53. We observed that
though nuclear-to-cytoplasmic ratio of mean levels
of p53 increased significantly in DNA damaged
cells over control cells, the ratio remained constant
throughout the cell cycle in both control and DNA
damaged cells. A similar trend of responses was
observed for P53 expression in MCF7 and HeLa
cells at both protein and mRNA levels. It is known
that p53 protein is rapidly degraded in HeLa cells
due HPV E6 activity [63], but P53 transcription is
thought to be normal. These observations suggest

that though the induction p53 upon DNA damage
lies primarily at the level of translation as reported
before [47,54], it is regulated both at transcrip-
tional and translational levels during DDR.
Usually in mammalian cells, DDR is primarily
regulated by phosphorylation cascades rather
than gene expression changes, but opposing tran-
scriptional and translational control may operate
for the master regulator p53. In the future, it will
be interesting to see how P53 transcript numbers
change with the change in DNA damage, dosage
and time of treatment. Furthermore, with the
microscopic potential and the easy integrability
of the technique presented here with different
analysis tools, it can prove to be a great aid in
studying a variety of cell cycle regulated processes.

Materials and methods

Cell culture

Cells were grown in Full Medium (DMEM supple-
mented with 10% fetal bovine serum to which 1%
penicillin-streptomycin was added). Cells were
assigned their cell cycle stages based on their
DNA content. DNA content of a cell was esti-
mated by staining the genomic DNA with 4ʹ,6-
diamidino-2- phenylindole (DAPI). DAPI is a cell-
permeable minor groove binder dye with a pre-
ference for binding to two or more consecutive
A-T base pairs with excitation maximum at
358 nm and emission maximum at 461 nm [64].
DAPI staining was done using standard fixation
and permeabilization protocol briefly described
here: Fixation was performed with 4% paraformal-
dehyde (PFA) in PBS (10 minutes) followed by
permeabilization with 0.3% Triton-x 100 in PBS
(10 minutes). The cells were then washed with PBS
and placed in 2 μg/ml DAPI in PBS for
7–10 minutes. The cells were then imaged with
freshly-made 0.1% p-PDA (p-phenylene diamine)
in PBS as a mounting medium.

To study DDR, cells were grown on two glass-
bottom plates. One of the plates (DNA damaged)
had the cells treated with 2μg/ml 4NQO (1 mg/ml
stock solution of 4-nitro-quinoline 1-oxide in
DMSO was used) in Full Medium for 120 minutes
while the other one (Control) had cells mock trea-
ted with an equal amount of DMSO (dimethyl
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sulfoxide) in Full Medium for equal amount of
time. The cells in both the plates were immediately
fixed following the above steps.

To arrest the population of cells at G1/S bound-
ary cells were treated with 10 μg/ml aphidicolin in
Full Medium for 30 hours. Aphidicolin is a potent
inhibitor of B family of DNA polymerases.

To block the transcription cells were pre-treated
with 150 μM DRB for 90 minutes after which
4NQO or DMSO was added to the same media
containing DRB for further experiments.

Flow cytometric analysis

Cells were grown on a 35 mm plastic-bottom plate
till confluency. After which the cells were detached
from the surface with trypsin. The cells were then
transferred into a 15 ml falcon tube and trypsin
was de-activated by Full Medium (DMEM
(Dulbecco Modified Eagle Medium) with 10%
FBS (fetal bovine serum), 1% penicillin and strep-
tomycin) added thrice the quantity of trypsin used
for the detachment of the cells. The cell mix was
then spun at 300xg for 10 minutes and supernatant
was discarded. The pellet was resuspended in 4%
PFA (para-formaldehyde) in PBS (phosphate buf-
fered saline) for fixation (10 minutes). The cell-
PFA mix was again spun at 300xg for 10 minutes
and supernatant was discarded. The pellet then
was resuspended in 0.3% Triton X-100 in PBS
(10 minutes) for permeabilization. It was followed
by spinning at 300xg for 10 minutes. The super-
natant was discarded and the pellet was resus-
pended with 2 μg/ml DAPI in PBS. After
incubation of 7–10 minutes with DAPI, the cell-
DAPI mix was spun at 300xg for 10 minutes and
the pellet obtained was resuspended in PBS and
was taken to flow cytometer (Cytoflex S, Beckman
Coulter) for further analysis.

Immunofluorescence (IF)

The cells were grown, fixed and permeabilized
with the exact same steps as described in the pre-
vious section. After permeabilization the cells were
blocked with 5% BSA (bovine serum albumin) in
PBS (Block) for an hour. This was followed by the
treatment with primary antibodies (with dilution

according to manufacturers’ instructions) in Block.
The cells were incubated overnight with the pri-
mary antibodies at 4°C. On the next day, the
primary antibodies were washed out from the
plate and cells were incubated with the secondary
antibodies diluted (as recommended by manufac-
turers) in Block and were left for incubation for
120 minutes at RT. After which the cells were
stained for DAPI as described earlier. The cells
were imaged with freshly-made 0.1% p-PDA in
PBS as the mountant.

cdt1 (4656), phospho-p53 at ser46 (2521) and
p53 (7F5) antibodies were procured from Cell
Signaling Technologies, γH2A.X (05–636) antibo-
dies from Merck Millipore, and p53 (ab131442)
and geminin (ab104306) from Abcam. Dilutions
were made as recommended by the manufacturers.
p53 was stained using Abcam (ab131442) or Cell
Signaling Technologies (7F5) antibodies.

Single molecule fluorescence in situ
hybridization (smFISH)

Single transcript detection has been described
before [26–28]. In brief, the cells were grown
on glass-bottom plates in Full Medium and
fixed with 4% PFA in PBS. After which the
cells were kept in 70% reagent grade ethanol
overnight at 4°C for permeabilization. The next
day, the cells were washed with Wash Buffer
(10% de-ionized formamide in 2xSSC) for 5 min-
utes. Hybridization mix was prepared: 135 μl
Stellaris Hybridization buffer + 15 μl de-ionized
formamide + 2 μl probe solution (10 μM). Wash
buffer was replaced with the Hybridization mix
and the cells were kept for an overnight incuba-
tion at 37°C. The cells were then washed thrice
with Wash Buffer at RT for 5 minutes and were
stained with DAPI for 7 minutes in Wash
Buffer. The cells were imaged with 0.1% p-PDA
as the mounting medium.

Cyclin A2, Cyclin E1 and Hist1H4E mRNA
probe sequences were designed with the Stellaris
Probe Designer by Biosearch Technologies and
were ordered from the same source. The probes
sequences are available in Supplementary Table S1.
P53 probes were procured directly from Biosearch
Technologies (VSMF-2422–5).
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Combined smFISH and IF

The antibodies of the interest pre-conjugated with
the fluorophore was added directly to the hybridi-
zation mix in the FISH protocol. The rest of the
steps remained the same as in standard fluores-
cence in situ hybridization. For p53 experiments
we used p53 antibodies pre-conjugated with
Alexa-488 fluorophore (Cell Signaling #5429) of
the same clone (7F5) as was used in IF
experiments.

Microscopy

Cells were imaged on fully automated inverted
microscope Olympus IX83 with a Retiga 6000
camera (QIMaging). Number of planes to be
imaged were decided based on the objective used.
For 40x five planes at 1.94 μm apart and for 60x
seventeen planes at 0.4 μm apart. We used 0.1%
p-PDA as the anti-fade. The images thus obtained
were analyzed in a Matlab routine. The cells were
staged according to their DNA content obtained
from the images from DAPI channel. The images
from DAPI channel were processed to segment out
nuclei in a field of image using a fully-automated
Matlab routine based on watershed segmentation.
The artefacts from image processing were removed
using size and shape criteria. The images in RNA
experiments were taken with a 60X, 1.42 NA oil
objective. The rest of the experiments were imaged
with a 40X, 0.75 NA air objective.

Image analysis

The average projected image of a stack obtained
from DAPI-channel was used for nuclear segmen-
tation. The images were first processed to
smoothen out nuclear intensities after which the
cells were segmented using marker-based
watershed segmentation. The resultant image
with nuclei identified was further filtered using
shape and size criteria to remove artefacts. The
total intensities of nuclei thus identified in an
average projected image were taken to be the
DNA contents of those nuclei. The same mask
was used to measure protein levels of other nuclear
proteins. The cells were segmented manually for
mRNA counting. The cell boundaries were

identified from the autofluorescence intensities
from cells. In case of ambiguities, the cells were
discarded from further analyzes (Supplementary
Figure S2-B). Spots were counted using a fully
automated spot-counting routine developed in
Matlab.

For experiments on p53, mean nuclear levels
were obtained by dividing the total nuclear inten-
sity of p53 with total nuclear area in an average-
projected image. For mean cytoplasmic levels of
p53 a 15-pixel (1.14 μm at 60X) thick shell was
defined around individual nuclei whose mean
intensities, as defined above, were taken to be the
mean levels of cytoplasmic pool of p53 for the
corresponding nuclei. This is on assumption that
p53 is uniformly distributed throughout the cyto-
plasm. The analysis codes are available upon
request.

Data analysis

The intensity values obtained for the nuclei from
DAPI channel were fitted with a bi-modal distri-
bution where the second peak was allowed to vary
between 1.7xG1 to 2.3xG1 – here G1 is the posi-
tion of the first peak. Based on the fit parameters
obtained from the analysis inspired from Dean
and Jett, JCB (1974) [65]. The cells were staged
in different phases of the cell cycle according to
the following definition: G1 ≡ [G1-3.0xσ1,
G1 + 2.0xσ1); S ≡ [G1 + 2.0xσ1, G2-0.8xσ2) and
G2/M ≡ [G2-0.8xσ2, G2 + 3.0xσ2) – here Gs and σs
are means and standard deviations of G1 and G2
peaks. The intensities for the proteins were
obtained from the same nuclear mask obtained
from DAPI channel. For mRNA counts, cells
were segmented manually and based on their
nuclear intensities were staged in respective cell
cycle stages.

Statistical analysis

Tests of significance were done using two-sample
Kolmogorov-Smirnov (K-S) tests in Matlab. We
chose K-S tests over the more common Student’s
t-test because, being a non-parametric test of sig-
nificance, it does not assume any underlying prob-
ability distribution. This is important here because
underlying distributions of mRNA counts and
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protein intensities are often non-Gaussian. The
number of cells in immunofluorescence experi-
ments was at least 1500 in all the cases while that
in mRNA experiments it was at least 250 due to
higher magnification and manual segmentation of
cells.
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