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Automated Tuberculosis
Detection

GEORGE HRIPCSAK, MD, CHARLES A. KNIRSCH, MD, MPH, NILESH L. JAIN, DSC,
ARIEL PABLOS-MENDEZ, MD, MPH

A b s t r a c t Objective: To measure the accuracy of automated tuberculosis case detection.

Setting: An inner-city medical center.

Intervention: An electronic medical record and a clinical event monitor with a natural language
processor were used to detect tuberculosis cases according to Centers for Disease Control criteria.

Measurement: Cases identified by the automated system were compared to the local health
department’s tuberculosis registry, and positive predictive value and sensitivity were calculated.

Results: The best automated rule was based on tuberculosis cultures; it had a sensitivity of .89
(95% CI .75–.96) and a positive predictive value of .96 (.89–.99). All other rules had a positive
predictive value less than .20. A rule based on chest radiographs had a sensitivity of .41 (.26–.57)
and a positive predictive value of .03 (.02–.05), and a rule that represented the overall Centers
for Disease Control criteria had a sensitivity of .91 (.78–.97) and a positive predictive value of .15
(.12–.18). The culture-based rule was the most useful rule for automated case reporting to the
health department, and the chest radiograph-based rule was the most useful rule for improving
tuberculosis respiratory isolation compliance.

Conclusions: Automated tuberculosis case detection is feasible and useful, although the
predictive value of most of the clinical rules was low. The usefulness of an individual rule
depends on the context in which it is used. The major challenge facing automated detection is
the availability and accuracy of electronic clinical data.
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Tuberculosis detection is essential for initiating ther-
apy, isolating patients, testing close contacts, and fol-
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lowing the epidemiology of the disease. It has been
argued that health information networks may im-
prove the accuracy, timeliness, and confidentiality of
case detection and reporting through automated sur-
veillance, standardized definitions, real-time report-
ing, and security measures.1 – 3 The need for new tech-
nologies for treatment, diagnosis, and prevention of
tuberculosis has been noted.4 We used an electronic
medical record, natural language processing, a clinical
event monitor, and a health information network to
automate the detection of tuberculosis cases at
Columbia–Presbyterian Medical Center, in order to
improve case reporting to the New York City Depart-
ment of Health and to improve tuberculosis isolation
at the medical center.5

This paper describes a study of the accuracy of au-
tomated tuberculosis case detection. The positive pre-
dictive value and sensitivity of each of eight event
monitor decision rules is reported, using the health
department’s existing tuberculosis registry as the ref-
erence standard. The appropriateness of individual
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Table 1 n

Centers for Disease Control Definition of a
Countable Case of Tuberculosis

Any of the Following
Laboratory Criteria

Or All of the Following
Criteria for a Clinical

Case Definition

Isolation of M. tuberculosis
from a clinical specimen

A positive tuberculin skin
test

Demonstration of M. tubercu-
losis from a clinical speci-
men by DNA probe or
mycolic acid pattern on
high-pressure liquid chro-
matography

Other signs and symptoms
compatible with tuberculo-
sis, such as an abnormal,
unstable (worsening or im-
proving) chest x-ray or
clinical evidence of current
disease

Demonstration of acid-fast
bacilli in clinical specimen
when a culture has not
been or cannot be obtained

Treatment with two or more
antituberculosis medica-
tions

Completed diagnostic evalua-
tion

rules for case reporting and respiratory isolation is
discussed.

Background

Case detection is one component of the ‘‘Applied In-
formatics’’ project.6 The project is part of the U.S. De-
partment of Commerce’s Telecommunications and In-
formation Infrastructure Assistance Program7 to
demonstrate the use of the national information infra-
structure (NII) to coordinate health care. Three major
health care providers that serve northern Manhattan
—Columbia–Presbyterian Medical Center, New York
City Department of Health, and Visiting Nurse Ser-
vice of New York—teamed up to create the informa-
tion infrastructure necessary to provide coordinated,
effective care to patients in the home, clinic, doctor’s
office, and hospital. The primary focus area was
tuberculosis—treatment is prolonged and crosses
multiple organizations, providers, and locations,8

making coordination critical—but the technology was
applied to all patients in common among the organi-
zations. The goals were to link the electronic patient
records of the organizations to inform providers what
other organizations are doing (for example, informing
physicians of home care nurse observations); to im-
prove adherence to accepted clinical protocols (respi-
ratory isolation of tuberculosis patients); to improve
and streamline reporting cases to the health depart-
ment; to improve communications with mobile health
care providers; to improve patient and provider ac-
cess to educational materials; and to maintain appro-
priate patient privacy for all data transfer.

Independent of this project, the New York City De-
partment of Health has mounted an intense effort to
detect every case of tuberculosis in the city; a review
revealed only 3 missed cases out of 3,000.9 The effort
includes clinicians who report cases based on clinical
history, physical examinations, tuberculin skin testing,
laboratory results, and chest radiographs; and public
health workers who visit the city’s many clinical lab-
oratories looking for positive tuberculosis cultures.
The cases are recorded in the health department’s tu-
berculosis registry, which guides public health plan-
ning and treatment, and which is available over a
wide-area network to the health department’s chest
clinics. Populating the registry is an enormous, re-
source-intensive process.

This setting provided an excellent standard with
which to test the hypothesis that automated case de-
tection could be made accurate and timely by exploit-
ing the Applied Informatics infrastructure. Similar
projects10 – 13 have focused on electronic registries and
sometimes electronic reporting, but not completely

automated detection. In this study, case detection oc-
curred without human intervention; it depended
solely on the medical center’s existing electronic med-
ical record.14

Methods

The objective was to detect ‘‘countable’’ cases of tu-
berculosis, as defined in Table 1 from the Centers for
Disease Control.15 The automatically detected cases
were compared to the health department’s tubercu-
losis registry, which is based on these same criteria.

We used an automated decision support system called
a clinical event monitor,16 which tracks all the clinical
data that are available electronically in the medical
center. The monitor contains rules that are triggered
by clinical events such as the storage of data or the
admission of a patient. If, based on the electronic
medical record, a clinically relevant situation is found,
a message is generated and sent to the appropriate
provider or department. The monitor’s rules are
based on a national standard called the Arden Syntax
for Medical Logic Modules.17

Much of the data necessary to test the criteria in Table
1 were not available electronically. For example, the
tuberculin skin test and details of the clinical course
were not generally available in the electronic record.
Therefore, it was not possible to automate the tuber-
culosis criteria exactly.
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Table 2 n

Automated Rules
R1. Positive Mycobacterium tuberculosis culture
R2. Positive acid-fast bacillus smear or any positive Mycobac-

terium culture
R3. Chest radiograph report whose description or impression

section is either:
(a) highly suspicious for tuberculosis (radiologist mentions

tuberculosis or cavitary disease)
OR

(b) moderately suspicious (various forms of infiltrate, gran-
uloma, effusion, or pleurisy) with immunocompromise
(implied by use of medications that treat complications
of immunocompromise or by tests that demonstrate im-
munocompromise)

R4. Inpatient use of anti-tuberculosis medications
R5. R1 or R2 (approximates laboratory criteria)
R6. R3 and R4 (approximates clinical criteria)
R7. R1 or R2 or {R3 and R4} (approximates overall criteria)
R8. R1 or R2 or R3 or R4 (most sensitive rule)

Table 3 n

Positive Predictive Value

Rule

Total
Cases

Identified
by Rule

Countable
in TB

Registry

Positive
Predictive

Value
(95% CI)

R1. (MTB culture) 74 71 .96 (.89– .99)
R2. (AFB smear) 419 71 .17 (.13– .21)
R3. (CXR) 834 29 .03 (.02– .05)
R4. (anti-TB medications) 595 46 .08 (.06– .10)
R5. (laboratory criteria) 419 71 .17 (.13– .27)
R6. (clinical criteria) 125 24 .19 (.13– .27)
R7. (overall criteria) 481 72 .15 (.12– .18)
R8. (most sensitive rule) 1527 73 .05 (.04– .06)

Instead, we generated a series of rules (Table 2) that
used whatever data was available, such as tubercu-
losis cultures, acid fast bacillus smears, other labora-
tory tests, chest radiographs, and medications. Rules
R1 and R2 approximate the laboratory criteria; rules
R3 and R4 cover what was available for the clinical
criteria.

Chest radiograph data were available as electronic
narrative reports (dictated by radiologists and typed
by transcribers). Narrative data are not useful to most
automated systems, because the systems cannot de-
cipher the meaning of English phrases. For example,
‘‘possible infiltrates’’ (moderate probability that infil-
trates are present) must be distinguished from ‘‘vague
infiltrates’’ (definite presence of infiltrates that are
vague). We therefore exploited a computer program
called a natural language processor,18 which takes the
narrative data and turns it into unambiguous coded
form. The processor had previously been shown to
detect clinical conditions in chest radiographs in a
manner that was not distinguishable from physicians
but superior to lay persons and alternative computer
programs,19 and it showed reasonable accuracy (92%
agreement with a clinician’s opinion) in detecting
chest radiographs suspicious for tuberculosis.20

The study period was July 1, 1995 to May 31, 1996.
All patients seen at the medical center (inpatient and
outpatient) were assessed. During the study period,
the automatically detected cases were kept separate
from the health department’s tuberculosis registry,
which contained only manually reported cases. The
two sets of cases were matched by name and date of
birth for analysis.

Accuracy was measured in terms of positive predic-
tive value and sensitivity. The positive predictive

value of a rule was defined as the proportion of cases
identified by the rule that actually had countable tu-
berculosis. Only those cases identified by the rule dur-
ing the study period were included. A case was con-
sidered countable if it was recorded as such in the
tuberculosis registry some time from 12 months before
the study period to 2 months after the period; this
allowed for delayed identification by either the auto-
mated system or workers recording cases in the tu-
berculosis registry. (For example, the automated sys-
tem might detect a case before the proper paperwork
was generated to report it to the health department’s
tuberculosis registry. Conversely, a culture-negative
case might be reported to the health department be-
fore sufficient electronic evidence of tuberculosis was
amassed to satisfy the automated rules.)

The sensitivity of a rule was defined as the proportion
of countable cases that were identified by the rule.
Countable cases included only those that were re-
corded in the tuberculosis registry during the study
period and attributed to Columbia–Presbyterian
Medical Center (the registry collects cases from the
entire city). To allow for delayed identification, this
set of countable cases was matched against cases iden-
tified by the automated system from when the system
was first turned on (June 20, 1995) to 2 months after
the period. Because the system was running only 11
days before the study period, the electronic medical
records of countable cases that were missed by the
rule were reviewed manually for data that might have
triggered an identification up to 12 months before the
study period. This latter information is noted in the
results section but is not included in the reported sen-
sitivity.

For those cases in common between the automated
system and the tuberculosis registry, the average dif-
ference in reporting date was also calculated. Some
countable cases in the tuberculosis registry are first
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Table 4 n

Sensitivity

Rule

Number of TB
Registry Cases

(out of 44)
Identified
by Rule

Sensitivity
(95% CI)

R1. (MTB culture) 39 .89 (.75– .96)
R2. (AFB smear) 39 .89 (.75– .96)
R3. (CXR) 18 .41 (.26– .57)
R4. (anti-TB medications) 30 .68 (.52– .81)
R5. (laboratory criteria) 39 .89 (.75– .96)
R6. (clinical criteria) 16 .36 (.22– .52)
R7. (overall criteria) 40 .91 (.78– .97)
R9. (most sensitive rule) 41 .93 (.81– .99)

reported as suspicious and then converted to count-
able. Therefore, the automated system was compared
to both the earliest reporting date (whether suspicious
or countable) and the actual date the case was re-
ported as countable.

Exact binomial confidence intervals21 were calculated
for positive predictive value and sensitivity. Confi-
dence intervals for difference in reporting date were
approximated with the Student’s t distribution.22

Results

Approximately 450,000 unique patients were assessed
by the automated system during the study period. Ta-
ble 3 shows the number of cases identified by each
rule during this period, how many of those cases were
marked as countable in the tuberculosis registry, and
the corresponding positive predictive values. Rule R1,
which was based on tuberculosis cultures, had the
highest predictive value. Its three false positive cases
were due to laboratory errors. (The false-positive lab-
oratory-error rate was .0003, based on 3 errors in
about 10,000 tuberculosis cultures during the 11-
month period.) The other rules, which were based on
less definitive data, had positive predictive values less
than 0.20. No known countable cases were identified
by the automated system but missed in the tubercu-
losis registry.

During the study period, 45 countable cases were at-
tributed to Columbia–Presbyterian Medical Center in
the tuberculosis registry. One of these cases was at-
tributed incorrectly by the health department (the pa-
tient had been diagnosed and treated at another hos-
pital, so there was no paper or electronic evidence of
tuberculosis at the medical center); therefore, only 44
tuberculosis registry cases were used. (This is less
than the 73 true positive patients detected by rule R8
because some medical center cases were attributed to
other hospitals in the registry and because the auto-
mated system detected several prevalent cases early
in the study period that had already been recorded in
the tuberculosis registry before the study period.) Ta-
ble 4 shows how many of the 44 cases were identified
by each rule and the corresponding sensitivity.

Rule R1 detected 39 of the 44 cases. The other 5 cases
were culture-negative tuberculosis, indicating a cul-
ture-negative tuberculosis rate of 11% in this sample.
Two of the culture-negative cases were detected by the
rules that approximate the clinical criteria (R3, R4),
and two more would have been detected if those rules
had been running at least four months before the
study period. The last culture-negative case would
have been detected if the rules exploited any of the
following: referring information section of chest ra-

diograph reports (the ordering physician’s description
of the reason for the radiograph), financial codes, or
pathology reports; the effect of including these data
on positive predictive value was not measured.

On average, the automated system identified cases 21
(95%; CI 15–27) days earlier than they were reported
in the tuberculosis registry as countable, and 10 (7–
13) days earlier than they were reported in the tuber-
culosis registry as either suspicious or countable. Rule
R1 identified cases 16 (10–22) days earlier than they
were reported in the tuberculosis registry as counta-
ble, and 4 (1–7) days earlier than they were reported
in the tuberculosis registry as either suspicious or
countable.

Discussion

A wide range of performance was exhibited by the
different rules. Rule R1 had the best predictive value
and good sensitivity; this is not unexpected because
tuberculosis cultures are pathognomonic for tubercu-
losis disease and culture-negative tuberculosis is in-
frequent. The other rules added little sensitivity with
a large drop in predictive value. The usefulness of in-
dividual rules, however, varied greatly depending on
whether they were applied to case reporting or tuber-
culosis respiratory isolation.

An effective tuberculosis registry must be accurate,9

so only rule R1 is now used to report cases directly
to the health department’s tuberculosis registry. Cases
detected by rule R1 are encoded in the Health Level
Seven23 clinical data messaging standard, encrypted,
and transferred via a modem to the health depart-
ment. There they are automatically inserted into the
tuberculosis registry as suspicious cases. Even rule
R1’s accuracy is not sufficient, so official designation
in the registry as ‘‘countable’’ requires human inter-
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vention (for example, to rule out a laboratory error).
Culture-negative cases are still identified by medical
center epidemiologists and physicians, using rules R2,
R3, and R4 as adjunct screening tools. The main im-
pact of the system has been the availability of more
timely microbiology data, which has facilitated the
health department clinicians’ work. The potential
monetary value of automated reporting is about
$2,000 per year per medical center, based on the costs
to send a health department worker in person to the
medical center’s clinical laboratory one half day twice
per month (the health department’s current standard
practice).

Rules R1, R2, and R3 were also used to detect patients
with active tuberculosis who were not in respiratory
isolation rooms.5 Whenever an inpatient who was not
assigned to an isolation room fulfilled these criteria,
an alert was sent to the hospital epidemiologist, who
assessed the case. In a 12-month period, the system
identified 7 tuberculosis patients for isolation who
would otherwise have been missed,5 avoiding the in-
fection of other patients and hospital personnel. Fur-
thermore, infected patients received more rapid, ac-
curate therapy because physicians who failed to
isolate their patients frequently missed tuberculosis
entirely or used inappropriate treatment. This is es-
pecially important in light of recent evidence that a
delay in treatment is significantly correlated with
mortality.24

Rule R3 detected four of the patients, R1 detected one,
and R2 detected two. The positive predictive value
and sensitivity of rule R3 was the least impressive of
the three rules, yet it was the most effective. There are
several reasons. Perhaps most important, a physician
who ordered a tuberculosis test (which later triggered
rule R1 or R2) probably suspected tuberculosis and
was likely to isolate the patient appropriately. Rule
R3, triggered only by chest radiographs, was able to
fire even in cases when tuberculosis was never sus-
pected, and this is where it had the greatest effect. In
addition, culture-driven alerts (R1) were usually too
late to make a difference in isolation, whereas chest
radiograph-driven alerts (R3) occurred soon after ad-
mission in many patients. (On average, rule R3 did
not fire significantly earlier than rule R1, but for those
cases in which it did fire earlier, it made a difference
in isolation.) The isolation study’s positive predictive
value (.07) and sensitivity (.33) for rule R3 agreed
fairly well with this study; some difference can be at-
tributed to the difference in populations (inpatients
versus all patients).

Therefore, context is critical in judging the usefulness
of rules. Positive predictive value and sensitivity were
helpful as predictors of behavior, but taking them

alone would have underestimated the impact of rule
R3 on tuberculosis isolation. This illustrates the divide
between studying a system’s function (positive pre-
dictive value and sensitivity) and studying its impact
on health care25; unexpected issues that affect impact
frequently arise during real use.

The automated system requires an electronic medical
record. The rules in Table 2 exploit data collected from
common ancillary departmental systems: laboratory
results, radiology reports, pharmacy orders. There-
fore, it should not be difficult to collect similar data
in other centers; one would have to install a clinical
event monitor and, if the chest radiograph rules are
used, a natural language processor. The rules could
be used as-is or modified to fit a particular patient
population with locally determined positive predic-
tive values and sensitivities.

The system could be improved with more accurate,
more complete clinical data, which would support
more accurate clinical rules and perhaps better ability
to differentiate laboratory errors from positive cul-
tures. Clinical history, tuberculin skin test results, and
clinical course would be most valuable. Collecting
these data would require providers to record their
clinical notes on a computer, either in coded form or
through natural language processing of typed or dic-
tated notes.

Conclusion

Automated tuberculosis case detection is feasible. The
rules attained reasonable sensitivity, but most had low
predictive value. Nevertheless, even in its current
form, the automated system facilitated both case re-
porting to the local health department and respiratory
isolation in the hospital. More complete, accurate clin-
ical data would be most useful to improve the system.
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