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Model Formulation n

Representation of Clinical
Practice Guidelines in
Conventional and Augmented
Decision Tables

RICHARD N. SHIFFMAN, MD, MCIS

A b s t r a c t Objective: To develop a knowledge representation model for clinical practice
guidelines that is linguistically adequate, comprehensible, reusable, and maintainable.

Design: Decision tables provide the basic framework for the proposed knowledge representation
model. Guideline logic is represented as rules in conventional decision tables. These tables are
augmented by layers where collateral information is recorded in slots beneath the logic.

Results: Decision tables organize rules into cohesive rule sets wherein complex logic is clarified.
Decision table rule sets may be verified to assure completeness and consistency. Optimization
and display of rule sets as sequential decision trees may enhance the comprehensibility of the
logic. The modularity of the rule formats may facilitate maintenance. The augmentation layers
provide links to descriptive language, information sources, decision variable characteristics, costs
and expected values of policies, and evidence sources and quality.

Conclusion: Augmented decision tables can serve as a unifying knowledge representation for
developers and implementers of clinical practice guidelines.
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Soaring costs of health care and the recognition of
widespread variations in clinical practice have
brought about a major health policy initiative dedi-
cated to the development and implementation of clin-
ical practice guidelines. Guidelines are intended to di-
rect medical care toward clinically appropriate and
cost-effective interventions, which are based on the
best scientific evidence available. The informatics
community has been challenged to support the tran-
sition to evidence-based medicine by helping to create
the technologies necessary to make practice guidelines
more accessible, manageable and updatable.1,2
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From an information management perspective, a clin-
ical practice guideline can be viewed as a knowledge
base: i.e., a set of statements elicited from experts that
describes a circumscribed domain. Knowledge acqui-
sition techniques that have proven useful to knowl-
edge engineers in the formalization, verification, and
optimization of knowledge bases also can be applied
productively to the development, implementation,
and evaluation of practice guidelines.

A critical activity in the knowledge modeling process
is the selection of a mediating representation. The ap-
propriate choice should be right for the domain (for
the kinds of knowledge to be represented), right for
the task (for what needs to be done with the knowl-
edge), and right for the user (human or machine).3

A knowledge representation for clinical practice
guidelines must be adequate to express the complex-
ities and nuances of clinical medicine as expressed in
guideline statements. An appropriate choice should
match the domain experts’ normal problem-solving
language and allow the experts to transform their
knowledge into an effective model with little effort.
Likewise, the model should be comprehensible to its
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target audience. Guideline developers recognize four
phases of the guideline life cycle—development, dis-
semination, implementation, and revision. Ideally, a
guideline knowledge model should be reusable in
each phase to mitigate the adverse effects of repeated
translation. Finally, since medical knowledge is con-
stantly changing, the model must be capable of being
maintained and updated. This paper will describe a
guideline knowledge representation model based on
decision tables that meets each of these criteria. In ad-
dition, a model that enhances the expressivity of the
conventional table—the augmented decision table—
will be defined.

Current Systems for Guideline Knowledge
Representation

Before publication, the relevant knowledge that de-
fines a clinical practice guideline is assembled from
literature review, meta-analysis, decision analytic
modeling, and expert consensus. The information is
entered into evidence tables (which describe evidence
sources and quality,4 balance sheets (which describe
benefits, risks and harms of various strategies,5 and
annotated algorithms.6 Guideline development com-
mittees most commonly operationalize this informa-
tion as paper-based, prose documents, which may be
accompanied by algorithmic flowcharts. Following
dissemination, guideline implementers must translate
the recommendations into a medium that will influ-
ence the decision-making of practitioners. Grimshaw
and Russell showed that the highest probability of an
effective guideline implementation occurs when pa-
tient-specific advice is provided at the time and place
of a consultation.7

Tierney et al. enumerated the difficulties of imple-
menting an evidence-based guideline for management
of congestive heart failure in a computer-based for-
mat.8 They found that the guideline developers had
failed to explicitly define the algorithm’s branch
points and the guideline lacked a clear definition of
states and modifiers. Fifteen of sixteen specified ac-
tions had to be modified. They recommend that all
guideline recommendations should be written in a
simple if-then-else format with all of the parameters
strictly defined using routinely collected clinical data.

The Arden Syntax has been recognized as a standard
representation of medical knowledge for decision
making and a means by which that knowledge can be
shared.9 Using Arden, clinical decisions are atomized
into individual Medical Logic Modules (MLM), which
can be implemented as alerts and reminders and
shared inter-institutionally.10 Unfortunately, MLMs
have a limited capability to express the complex in-

teracting recommendations of guideline statements.
Sherman and colleagues addressed the inability of Ar-
den to deal with interacting rules by defining inter-
mediate states that exist outside of the MLMs, which
can be stored in a database and used to trigger sub-
sequent decisions.11

Several knowledge models have been used for imple-
mentation of guideline knowledge. To encode a cho-
lesterol guideline, Starren and Xie compared a first
order logic-based system, a frame-based representa-
tion system, and a production rule system.12 They
found that although all three were adequate, the pro-
duction rule system was easiest to use to concep-
tualize and formalize the guideline knowledge.
GEODE-CM uses a state-transition model to encode
logic for diagnostic workups.13 Patient-specific infor-
mation is collected in the context of a ‘‘clinical man-
agement state’’ to enable physicians to focus on task-
specific data and to be provided with relevant
reminders and guidelines. The EON architecture is an
elaborate model for representing treatment protocols
that has been applied to automation of protocol-based
care related to AIDS and breast cancer.14 Episodic skel-
etal plan refinement is used as a problem-solving
method in combination with a temporal query system
to instantiate a detailed plan for a given patient. The
ASGAARD Project seeks to represent guidelines and
the underlying intentions in a standard, machine- and
human-readable format.15 However, none of these
models has attempted to represent guideline know-
ledge throughout the entire guideline life cycle.

Shiffman and Greenes described a method for trans-
lating guideline knowledge into decision table-based
rule sets.16 These rule sets can be used effectively dur-
ing guideline development, implementation, and re-
vision.

Effective Guideline Knowledge Representation

The key knowledge contained in a clinical practice
guideline is a set of one or more recommendations for
care. These recommendations are the salient features
that distinguish a guideline from a literature review;
the intent of guidelines is to influence clinical
practice—not simply to describe the state of the art.17

Typically there is much supporting verbiage that de-
scribes the background clinical issues, the methodol-
ogy of guideline development, and the evidence sup-
porting guideline statements; however, the thrust of a
guideline can be distilled into a series of situation-
action statements. If the antecedent circumstances ex-
ist, then one should perform the recommended ac-
tions.
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A rule-based model seems natural for formalization
of guideline knowledge. Rules are simple conditional
declarations that link a logical combination of ante-
cedent conditions to a set of consequents. Rules have
been used successfully to represent expert knowledge
in medicine and other fields. Rules can easily repre-
sent the following four general types of guideline
statement:

Situation/action: This fundamental conditional covers
most therapeutic guideline recommendations. Given
a set of clinical conditions, the following action(s) are
recommended, e.g.:

IF Within 31 days of an acute myocardial infarction
In a patient with coronary artery disease involving

the left main coronary artery
Whose ejection fraction is >35%
AND whose surgical risk is low (i.e., Parsonnet

Score <9)
THEN coronary artery bypass graft is appropriate.18

Premise/conclusion: This statement is useful for di-
agnostic guidelines and for determination of eligibil-
ity. Given the listed circumstances, the conclusion is
valid, e.g.:

IF the patient has otitis media with effusion
AND age is 1–3 years
AND there are no craniofacial or neurologic defects
AND there are no sensory deficits
THEN the patient is eligible for guideline advice.19

Sufficiency: The listed circumstance(s) are sufficient to
justify the consequent clause, although other circum-
stances might result in the same conclusion.

IF the pregnancy was complicated by intravenous
drug abuse

THEN consider the newborn to be at high risk for
hepatitis B infection (although clinically apparent
hepatitis or sexually transmitted disease during
the pregnancy would likewise put the child in a
high-risk category).20

Definition: The antecedent conditions define the
meaning of the consequent clause:

IF seizure is generalized
AND is accompanied by fever
AND occurs without CNS infection
AND occurs in a child between 6 months and 5

years of age
AND seizure duration is less than 15 minutes
AND seizures do not recur within 24 hours
THEN this is a simple febrile seizure.21

Several advantages accrue to guideline developers,
implementers, and users who represent guideline
knowledge in this manner. The process of reducing
guidelines to a set of rules forces developers to ex-
amine their recommendations from a fresh perspec-
tive. The process often identifies unclear or ambigu-
ous decision variables or actions.

Additionally, guidelines can be formally verified
when guideline recommendations are represented as
rules. Verification refers to establishment of the inter-
nal correctness of a system, i.e., the absence of such
logical flaws as incompleteness and ambiguity.16,22

Current methodologies used by guideline developers
do not include verification methods.23

Rules provide a mechanism for encapsulating individ-
ual chunks of knowledge, thus facilitating maintain-
ability. This modularity permits adding and subtract-
ing statements without interfering with the basic
organization of a knowledge base or guideline.

Rules can also facilitate explanation: by linking deci-
sion variables with actions the reasoning that sup-
ports a recommendation is declared, thereby enhanc-
ing a user’s confidence in the recommendation.

Importantly, restatement of guideline prose as IF . . .
THEN statements simplifies the task of guideline im-
plementers.8 Any Turing-complete programming lan-
guage can encode conditional statements enabling the
use of a variety of implementation techniques.

It seems natural and reasonable to expect that guide-
line recommendations either would appear as rules or
could be readily translated into an IF . . . THEN struc-
ture. Yet many current guidelines are presented either
as bodies of evidence followed by a list of imperatives
or as flowcharts isolated from any supporting context.

Conventional Decision Tables for Guideline
Knowledge Representation

Decision tables can be used to display, verify, and op-
timize guideline knowledge as logically cohesive sets
of rules. Decision table theory is rigorously grounded
in mathematics and logic24,25; nonetheless, decision ta-
bles can provide a simple tabular representation of
complex decision logic.26 A rule set represented in de-
cision table form can be readily checked to assure
comprehensiveness and the absence of redundancy
and contradiction.27 – 30 Methods for converting deci-
sion tables into optimized sequential testing proce-
dures have been successfully developed and re-
fined.31 – 33 Optimized rule sets can be implemented in
any rule processing shell or can be executed directly
by a decision table execution program.34,35

Decision tables have been used by computer program-
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F i g u r e 1 Conventional representation (a) of a four-quadrant decision table. Each column is a rule so column 3 may
be read: IF Symptom is Present AND Physical finding is Absent AND Lab Result is Positive THEN Perform Treatment
1. Determination (b) of the completeness of a decision table rule set. The product of the moduli—eight—equals the
sum of the column counts and all combinations of decision variables are unique.

mers and systems analysts to confirm completeness
and identify ambiguity in rule sets for over thirty
years. Vanthienen and coworkers have applied deci-
sion tables productively for knowledge acquisition in
law, business, and other domains.36 – 38

In spite of their ability to organize and clarify complex
logic, decision tables have not been applied widely in
medicine. Medical uses for decision tables were first
described in 1975 with Holland’s suggestion that they
be used as an alternative to flowcharts to facilitate
medical care.39 Since then, decision tables have been
used sporadically as tools to elucidate the medical de-
cision-making process, especially for educational
purposes.40 – 43 Schwarz and co-workers used decision
tables to construct a decision support system for man-
agement of liver metastases and found that use of this
knowledge representation facilitated the knowledge
acquisition process.44

Glasziou and Hilden used a modified decision table
to devise a minimum-cost testing sequence and found
their technique to be more efficient than standard de-
cision tree approaches.45,46 Glasziou has suggested that
decision tables be used as an integral part of the
guideline development process rather than as a post-
policy check.47

Decision Table Display

A decision table is a matrix that associates a set of
decision variables with a set of actions. In medicine,
decision variables include patients’ symptoms, phys-
ical examination findings, and the results of labora-
tory tests. Actions include initiating a treatment, un-
dertaking a risky or expensive diagnostic evaluation,
or concluding a diagnosis. In a decision table, each

decision value is represented as a categorical value
(e.g., diabetes is present or absent) or as a range of a
continuous variable (e.g., cholesterol >270 mg/dl).
The number of values that each decision variable can
assume is defined as the modulus of the decision var-
iable.

The conventional display of a decision table lists the
decision variables (or conditions) in the upper left
quadrant called the condition stub and lists the names
of the relevant actions in the lower left quadrant
termed the action stub (Fig. 1a). The condition entry
quadrant at the upper right lists the values or states of
the decision variables and the action entry quadrant at
the lower right indicates the appropriate actions given
the pertinent combination of decision values above.
Each column in the entry area is a rule, whose ante-
cedents are derived from the condition entries and
whose consequents are indicated by the action entries
below them.

In some circumstances, the value of a particular de-
cision variable is irrelevant to the satisfaction of a rule.
For example, in deciding whether to treat a patient
who has sore throat, cervical adenopathy, and a pos-
itive throat culture, the presence or absence of aden-
opathy is immaterial, although it may be an important
consideration if the throat culture result is unknown.
Such irrelevant decision values are represented as
dashes in the table.

Assuring Complete Rule Sets and Finding
Missing Rules

A rule set is said to be complete when all mathemat-
ically possible combinations of conditions have been
accounted for: i.e., when every combination of deci-
sion values has been considered. One can determine
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that a rule set is complete by comparing the number
of rules displayed with the product of the moduli of
all the decision variables. If the number of unique
rules equals the product of the moduli, then every
combination of conditions has been accounted for. If
the number of rules is less than the product, then
some combination of conditions is not included and
the rule set is not comprehensive. (The number of
rules can only exceed the product of the moduli when
there is ambiguity in the rule set, since some combi-
nation of values must be represented more than once.)

Each column that contains dash entries is called a com-
plex rule. A complex rule actually represents a number
of rules since each dashed value could be replaced by
any value of the dashed condition. The column count
of a complex rule indicates the number of rules rep-
resented and is calculated as the product of the mod-
uli of all the dash entries in the column. For a simple
rule, the column count is 1. To determine the com-
pleteness of a table with complex rules, the product
of the moduli of the decision variables must equal the
sum of the column counts of all the rules (Fig. 1b).

It is possible to identify which rules are missing from
an incomplete rule set. An exhaustively enumerated
set of decision value combinations can be created by
displaying the Cartesian product of all the decision
values. Each column in this set is compared with the
incomplete rule set and identical rules are ‘‘checked
off.’’ Any remaining decision value combinations are
missing.

Ensuring Consistency of Rule Sets

Rule set development and maintenance may create
situations where inconsistencies are introduced into a
knowledge base. The consistency of a rule set can be
assured by verifying that each column of decision val-
ues is unique. If two or more columns contain the
same decision values, then the rule set is ambiguous.
Ambiguity includes three possible situations: The rule
set is said to be redundant if two or more columns are
exactly the same. If two or more sets of decision val-
ues are the same, but the actions called for are differ-
ent, the rule set is said to be contradictory. And if two
or more non-unique condition sets call for action sets
that overlap, the rule set is said to be in conflict.

Consolidation and Decomposition of Decision
Table Rule Sets

Techniques have been developed to consolidate and
effectively display large rule sets to make them more
comprehensible to users. The number of rules re-
quired to completely characterize a domain can be re-
duced by elimination of any rules that involve testing

of irrelevant variables. To find candidate rules for
elimination, a decision table is examined to identify
rules that call for the same action(s) and differ at only
one decision variable. If the modulus of the variant
condition is two (i.e., the test outcome is binary), then
the two rules are identical except that one contains
the irrelevant value and the other contains its nega-
tion. We know the decision variable must be irrele-
vant to the satisfaction of this rule since either its pres-
ence or absence results in the same action. One of the
rules may be eliminated from the table and the re-
maining rule should have a dash inserted in the entry
for the variant condition. The dash indicates the ir-
relevance of the variant condition to the satisfaction
of the rule. When the modulus of the variant condi-
tion is greater than two, the number of rules indicated
by the modulus must be combined.

Hurley has described a method for decomposition of
a decision table that allows it to be transformed into
a more easily understood and manipulated decision
tree (Fig. 2).30 The transformation requires sorting
both the rows and columns of the table. The weighted
dash count (WDC) serves as a primary key for sorting
the decision table’s condition rows. The WDC of a
decision variable is a measure of the irrelevance of
that condition to decision-making. The WDC is cal-
culated for each row by adding the column counts of
all the columns whose entries in that row contain
dashes.

If the WDCs of two or more rows are identical, the
row DELTA can be used as a secondary sorting key.
Like the WDC, the DELTA is inversely related to the
quality of the decision variable as a discriminator in
the rule set. The DELTA is calculated for each row by
counting the number of entries for each explicit (non-
dash) value in the row. The DELTA is the absolute
value of the difference between the highest count and
the sum of all the other counts (Fig. 2b). For example,
in row 1 for the Age decision variable, there is 1 entry
for each of the age values (‘‘<12 m’’, ‘‘12–18 m’’, and
‘‘>18 m’’). The highest count is 1 and the sum of all
the other explicit counts is 2. The absolute value of
the difference (i.e., u1 2 2 u) gives a DELTA of 1.

The first step in decomposition is to sort the rows so
that those with the lowest WDCs are in the topmost
positions in the table (Fig. 2c). In the case of identical
row WDCs, the delta is used as a secondary key to
sort the rows in ascending order.

After the rows have been sorted, the columns are re-
arranged so that all rules that contain the same con-
dition entry value for row 1 are brought together.
Next, all the columns that share the same value for
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F i g u r e 2 Reduction and
decomposition of a guide-
line rule set that provides
recommendations for lum-
bar puncture (LP) in chil-
dren with suspected febrile
seizures.21 The exhaustively
enumerated set is shown (a).
Note that the product of the
moduli equals the sum of
the column counts. Lan-
guage from the guideline is
shown. Rec: recommended;
Str: strongly consider; Cons:
consider; NR: not recom-
mended. The original 12-
rule set (b) is reduced to an
equivalent table of 5 col-
umns. Weighted dash count
(WDC) and Delta values are
shown for each row. The ta-
ble is row-sorted (c) in order
of ascending WDC. Column
sort (d). Beginning in the
top row, like-valued cells are
brought into adjacent posi-
tions hierarchically. Adja-
cent, like-valued cells (e) are
merged to create a decision
tree.

condition 1 are sorted to bring together those with the
same value of condition 2 (Fig. 2d). The procedure is
continued until all the rows have been visited. This
sort leaves the columns arranged in an order that is
equivalent to a decision tree (Fig. 2e). In this tree, each
node is equivalent to the row stub and the branches
represent the decision values (Fig. 3).

Dealing with Knowledge Complexity

Although a mathematically complete rule set compre-
hensively describes the domain covered by the con-
ditions, it may be unwieldy since the rule set grows
combinatorially with each condition added. Auto-
mated decision table processing tools can deal with
large numbers of rules, but human comprehension of
the content is diminished with increasing size of the
rule set.

Several techniques have been applied to deal with
large numbers of rules in decision table rule sets. Con-

ventional consolidation can dramatically improve the
comprehensibility of the rule set as described above.

The exhaustive enumeration of rule sets based on all
possible values of decision variables frequently in-
cludes large numbers of rules that are either illogical
in all possible worlds (e.g., the combination of male
gender and pregnant) or are impossible because of
particular assumptions of this guideline. For example,
in a CDC hepatitis immunization guideline, a patient
who tests positive on one occasion is treated as being
infected; there is no consideration of a false-positive.20

Explicitly declaring these assumptions makes them
available for review, clarification and modification.
Elimination of all rules that violate these basic as-
sumptions can often dramatically simplify the rule
set.

Another mechanism for simplification of complex de-
cision logic is to split an exhaustive set of rules into
disjoint subtables based on common decision factors.
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F i g u r e 3 Conventional decision tree representation of
the logic.

F i g u r e 4 Augmented decision table model. Guideline
logic, represented in the top layer of a multilevel table,
can be augmented with many types of information,
which relates to the tables’ cells, rows, and columns.

These logically segregated rule subsets can be ‘‘called’’
from a master decision table and can return values
defined by the subtables’ logic to the master table.
This modularization was employed in a hepatitis im-
munization analysis to define maternal risk level
based on three decision variables that are logically iso-
lated from the rest of the immunization logic.16

A third mechanism for simplification of complex rule
sets makes use of semantic subsumption.48 Subsump-
tion can be used to simplify a rule set whenever one
rule’s meaning is already expressed in another’s that
reaches the same conclusion from less restrictive con-
ditions. Customarily, subsumption has been applied
in rule-based systems by counting the number of an-
tecedents of similar rules. Rules that reach the same
conclusion with fewer antecedents may subsume
those with a greater number of premises. However,
subsumption may apply in cases where rules have an
identical number of antecedents if a semantic relation-
ship among the values allows one rule to subsume
another. For example, increasing levels of cholesterol
are associated with increasing risk of adverse cardio-
vascular events. Consider a rule set that exhaustively
defines clinical circumstances for appropriate pre-
scription of lipid-lowering medications and recog-
nizes three levels of serum cholesterol values—low,
moderate, and high. A rule specifies: IF the patient has
risk factors A, B, and C, and a moderate level of cho-
lesterol, THEN treat with lipid-lowering medication.
One would predict that another rule in a comprehen-

sive set would specify: IF the patient has risk factors
A, B, and C, and a high level of cholesterol, THEN
treat with lipid-lowering medication. The rule that ap-
plies to patients with moderate cholesterol semanti-
cally subsumes the rule applicable to patients with
higher levels and makes it possible to collapse the rec-
ommendations into a broadened single rule. Iterative
application of this process to seven cardiovascular risk
factors allowed an 80% reduction in the number of
rules necessary to comprehensively define the domain
of recommendations for hypolipidemic medication.48

A decision table is usually atemporal. This may be
advantageous in terms of the flexibility of the model,
since decision table rule sets can provide recommen-
dations for all combinations of decision values, re-
gardless of the order in which they are supplied. In
contrast, algorithmic representation of guidelines can
leave users in limbo when the specified temporal se-
quence of data collection is violated.

When temporal sequencing is necessary, decision var-
iables can be defined with temporal semantics: e.g.,
‘‘Results of repeat test at 1 month post-diagnosis.’’ Al-
ternatively, networks of subtables can be used to rep-
resent temporally distinct decisions.

The Augmented Decision Table Model

Although conventional decision tables offer consid-
erable capabilities for representing and manipulating
guideline logic, substantial information is set aside in
the process of distilling the rules. Such information
includes detailed explanations of how tests and pre-
scribed interventions are to be performed, the benefits
and harms of the recommended strategies, the value
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and costs of the decision variables and the actions,
and the quality and sources of evidence that support
guideline recommendations. Such information is crit-
ical for guideline developers during guideline for-
mulation and for the end-user of the guideline advice
who is seeking greater understanding of the domain.
This knowledge can also be used by an automated
knowledge processor for optimization and consoli-
dation of rule sets based on frequency and/or costs
of execution.

We propose a multi-layered augmented decision table
in which collateral information is stored in slots at
various levels beneath the conventional decision table
view of the guideline logic (Fig. 4). This augmenting
information naturally relates to various components
of the decision table representation—to individual
cells, rows, and columns.

Augmenting Condition and Action Stubs

Cells in both the condition and action stubs make
highly abbreviated statements about the decision var-
iables and recommended actions. One layer of an aug-
mented decision table can be dedicated to enhanced
explication and description of these components. For
example, a decision variable might be designated sim-
ply as ‘‘Urine culture’’ in the condition stub. The de-
scription layer might include the fact that the speci-
men should be collected by catheterization or
suprapubic aspiration, and should be processed im-
mediately by the laboratory or refrigerated at 47 Cen-
tigrade. Likewise important for decision making, each
decision variable and each action has an associated
cost—in money, time, and/or morbidity.

Other layers can be filled at implementation time to
define the local sources of the decision variables (e.g.,
from patient history or from the Laboratory Infor-
mation System Table HEMVALS). Controlled vocab-
ulary listings that are used to encode the information
and specific queries that manipulate it can be docu-
mented in other layers, which are linked to the stubs.

Augmenting Row Information

Each decision variable is associated with conditional
probabilities—sensitivity, specificity and predictive
values—which depend on the particular values of the
variables. For example, a positive test is associated
with true and false positive rates and a positive pre-
dictive value. These probabilities can conveniently oc-
cupy a row in a layer behind the logic.

Meta-knowledge relevant to table reduction and de-
composition also can be maintained in layers that re-
late to decision table rows. The WDC and DELTA for

each row represent information that quantifies the rel-
evance of each decision variable to the decision at
hand. Furthermore, information that identifies a sub-
sumption hierarchy for the values of each decision
variable can be linked to each row to assist in table
consolidation using semantic subsumption tech-
niques.

Augmenting Decision Table Columns

Probabilities and Utilities

The decision table can serve as a spreadsheet for sum-
ming costs and calculating joint probabilities. Each
full column in the augmented table can be associated
with derived values such as the sum of the costs of
the testing and interventions or the joint probability
of risks of the individual decision variables and ac-
tions. Regardless of the source of the data—controlled
trials, decision analytic models, meta-analyses, etc.—
they can be stored and manipulated in layers linked
to the relevant rules.

The strategy described by each column is associated
with a specific outcome and, therefore, may have an
overall expected value. Moreover, the specific decision
value combinations for each column can be expected
to occur at some predictable frequency. These overall
costs and frequencies can be used to guide table con-
solidation to create rule sets optimized for efficient
decision making.

Tables augmented with probability and utility infor-
mation were used to define a strategy for operation-
alizing the decision to operate or observe in suspected
appendicitis.49 Thresholds were chosen—based on
predicted posterior probabilities for the diagnosis of
appendicitis—for one therapeutic strategy that mini-
mizes morbidity and another that minimizes mortal-
ity. Diagnostic decision trees were created to support
both policies and to maximize the efficiency of the
workup.

The model demonstrated that optimization of the aug-
mented decision tables could produce efficient se-
quential strategies. Although 24 rules were required
to completely specify each strategy before optimiza-
tion, consolidation produced tables that completely
defined each strategy in 9 and 10 rules, respectively.
The efficiency of the ‘‘workups,’’ measured by average
path length, improved by 25%.

Evidence Sources and Quality

In an augmented decision table, rules can be linked
to table layers, which clarify the reasoning behind a
particular recommendation beyond that provided by
a simple restatement of rule antecedents. That is, the
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rudimentary IF . . . THEN clause can be replaced by
IF . . . THEN . . . BECAUSE. For example, in a child
with minor closed head trauma, IF there was no loss
of consciousness, THEN skull radiographs are not rec-
ommended BECAUSE the substantial rate of false
positive radiographs and the low prevalence of intra-
cranial injury among this specific subset of patients
lead to a low predictive value of serious injury.

Literature citations, which are instrumental in defin-
ing a specific recommendation, can also be stored in
an augmented decision table layer behind the relevant
recommendation. In a guideline recommendation that
is determined by panel consensus, the specific levels
of agreement (or disagreement) of the panel partici-
pants can be specified.50

The evidence and reasoning that supports a guideline
recommendation is best understood by the guideline
developers, but it must be transmitted to guideline
implementers, who seek to design systems that influ-
ence clinical decision making, and to providers, who
wish to apply clinical guidelines rationally in their
practices.

An effective knowledge model must support transfer
of this information among these groups.

Multiple grading systems have evolved to rate evi-
dence quality and to define the strength of a
recommendation.51 – 53 Evidence quality is based on the
number of studies, quality of research, number of rep-
lications, and consistency of findings in the evidence.
In general, evidence provided by randomized con-
trolled trials is considered to be of higher quality than
that derived from case-control or cohort studies.
These quasi-experimental studies, in turn, are supe-
rior to expert opinion.

The strength of a recommendation, however, may not
correlate exactly with the quality of evidence. The
strength of a recommendation is influenced by the
burden of suffering of the target condition, the costs
of the intervention, and other policy considerations.
In the absence of high-quality scientific evidence, de-
velopers’ assignments of evidence strength may de-
pend on the level of expert consensus.

Evidence quality should help to determine the appro-
priate level of enforcement to apply to each recom-
mendation when designing decision support appli-
cations.

Implementers have a range of techniques available to
enforce guideline recommendations; these techniques
vary from simplifying compliance by making the rec-
ommended action the default activity8 to requiring the
user to fill out detailed on-screen forms that are eval-
uated in real time for appropriateness.54

Discussion

Decision tables can serve as a unifying knowledge
representation for developers and implementers of
clinical practice guidelines. In contrast to the currently
used methods for guideline knowledge representation
during the development phase (described above), de-
cision tables offer an opportunity for domain experts
to directly express their recommendations as rule sets,
thereby mitigating unintended alterations that may
occur when prose and algorithmic structures are
‘‘translated’’ during implementation efforts.

The following desirable qualities suggest the potential
effectiveness of the augmented decision table model:

n The verifiability of a decision table rule set can help
to assure the logical integrity of guideline recom-
mendations. Published guidelines are frequently
deficient in terms of clarity, completeness and con-
sistency.8,16,56 By requiring explicit definition of de-
cision variables and specification of allowable val-
ues, decision tables can help to identify and correct
deficiencies in the logical integrity of guideline rec-
ommendations.

n Decision tables may prove to be useful during the
early phases of guideline creation when the logic
has not yet been defined. Developers could use
‘‘progressive rule development’’—a knowledge ac-
quisition technique that iteratively defines decision
variables and actions and presents combinations to
the experts in decision table format.57 Insights into
the developing knowledge base contribute to a
more comprehensive understanding of the decision
logic by the guideline development team; inte-
grated verification helps to ensure a complete, un-
ambiguous product. A controlled trial (among non-
programmers) showed that rules could be
constructed faster and more accurately with a de-
cision table editor than a standard text editor.55 Our
group is working with the Committee on Quality
Improvement of the American Academy of Pediat-
rics (AAP) to apply this approach in the develop-
ment of forthcoming practice guidelines.

n Alternatively, guidelines can be translated into de-
cision table rule sets for implementation after a
‘‘traditional’’ development process. Implementers
—who are not part of a development team—can
translate the prose into rules and populate the var-
ious levels of an augmented table. We have used
this approach to create a pen-based system that
supports compliance with a guideline for office
management of asthma.58
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n A clear display of a guideline rule set can be facil-
itated by decision table consolidation techniques.
We have found anecdotally that the decision table
display is comprehensible to domain experts,
knowledge engineers, guideline implementers, and
end users. Additionally, decision table decomposi-
tion techniques can be used to create sequential de-
cision trees. Such trees can facilitate the construc-
tion of algorithmic representations of guideline
knowledge.

n The modularity of the decision table representation
can assist the process of guideline updating. We are
currently involved in a project to provide correc-
tive, perfective, and adaptive knowledge mainte-
nance for several practice parameters of the AAP
using augmented decision tables. Expressing these
guidelines as cohesive rule sets facilitates the main-
tenance task.

n Decision tables are functionally equivalent to a pro-
gramming language and can encode sequence, it-
eration, and branching.30,57 Therefore, optimized de-
cision tables could be executed directly by specially
designed processing programs.35 On the other hand,
optimized rule sets can be incorporated into exist-
ing shells for execution.

n The clarity that is gained in the process of distilling
guideline recommendations to rules is counterbal-
anced by a loss of supporting knowledge. Aug-
mented decision tables can store relevant declara-
tive knowledge and use it to guide rule set
optimization. The presentation of augmented deci-
sion table ‘‘slots’’ to a development team can
prompt the experts to provide appropriate infor-
mation to fill them.

It must be noted that the augmented decision table
model for guideline knowledge representation has not
been validated by empiric observation of its effective-
ness in guideline development or in clinical decision
support. To realize the full potential of this knowledge
model will require that guideline development groups
become familiar with a rule-based approach to guide-
line knowledge representation. Currently, many infor-
matics and information systems professionals are un-
familiar with decision table concepts. If they are to use
decision tables in guideline development and imple-
mentation, they must become acquainted with this
construct. Furthermore, tools must be created to per-
mit non-experts to create, display, and manipulate
augmented decision table rule sets. Finally, this ap-
proach must be evaluated to assess its effectiveness.

Clearly, a limitation of any guideline model is that it
simplifies clinical decision-making processes. No mat-
ter how many factors are included in the logic, guide-
line statements will always omit some factors that are
considered by good clinicians under certain circum-
stances. However, we believe that any factor that can
be explicitly specified—clinical, financial, social, eth-
ical, or legal—can be included as a decision variable
or an action in this knowledge representation. Factors
such as cost, which may not be computable by an em-
pirical model, can only be represented to the extent
that they can be approximated.

Historically, inadequate planning for implementation
is an important reason why strategic policies have
failed to bring about their intended outcomes.59,60 This
is as true in the arenas of international affairs, eco-
nomics, and politics as it is in health care. Guideline
developers must understand and address the issues
facing policy implementers to ensure that their goals
are achieved. By serving as a common knowledge rep-
resentation, decision tables may make a substantial
contribution to guideline development and facilitate
knowledge management for effective guideline imple-
mentation.

The many constructive suggestions of my colleagues and fel-
lows at the Yale Center for Medical Informatics are appreciated.
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