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Abstract: Background: Artificial Neural Networks (ANNs) can be used to classify tumor of Hepato-
cellular carcinoma based on their gene expression signatures. The neural network is trained with gene 
expression profiles of genes that were predictive of recurrence in liver cancer, the ANNs became ca-
pable of correctly classifying all samples and distinguishing the genes most suitable for the organiza-
tion. The ability of the trained ANN models in recognizing the Cancer Genes was tested as we ana-
lyzed additional samples that were not used beforehand for the training procedure, and got the cor-
rectly classified result in the validation set. Bootstrapping of training and analysis of dataset was made 
as external justification for more substantial result.  
Result: The best result achieved when the number of hidden layers was 10. The R2 value with training 
is 0.99136, R2 value obtained with testing is 0.80515, R2 value obtained after validation is 0.76678 
and finally, with the total number of sets the R2 value is 0.93417. Performance was reported on the ba-
sis of graph plotted between Mean Squared Error (MSE) and 23 epoch. The value of gradient of the 
curve was 152 after 6 validation checks and 23 iterations. 
Conclusion: A successful attempt at developing a method for diagnostic classification of tumors from 
their gene-expression autographs that efficiently classify tumors and helps in decision making for pro-
viding appropriate treatment to the patients suffering from Hepatocellular carcinoma has been carried 
out. 
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1. INTRODUCTION 

 Liver cancer is the 6th most common form of cancer and 
782,000 were diagnosed with it in 2012. It is basically a 
form of chronic cancer which develops in liver [1-3]. Liver 
cancer can be divided into 2 phases: benign and malignant 
[4]. Liver cancer can also be divided into many forms, of 
which Hepatocelluar Carcinoma (HCC) is the most common 
followed by Intra-Hepatic Cholangiocarcinoma (IHCC) [5-
9]. The onset of liver cancer includes symptoms like upper 
abdominal pain, unintended weight forfeiture, appetite loss, 
feebleness, jaundice etc. Some people with metastasis do not 
have symptoms [10-17]. Their metastasis is found by X- rays 
or other tests. Enlargement of the liver or jaundice can indi-
cate that cancer has spread to the liver. When the cancer 
originates in liver and subsequently spread into other organs 
in the body then it is called metastasis liver cancer condition. 
It is a rare condition. There are many treatments available for 
liver cancer, most of which depends upon how much the 
cancer has spread and the overall health of the liver and the 
patient. 
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 Recent advances in the field of molecular biology have 
led to an explosion of data generation which has compelled 
the researchers around the globe to find a way to organize, 
manage and to analyze this data. This led to the emergence 
of the interdisciplinary field of bioinformatics. 
Bioinformatics is the amalgamation of biology, statistical 
mathematics and computer science to organize, analyze and 
to understand large molecular biology databases. Hand, 
Heikk Mannila and Smyth defined Data mining as “the 
analysis of observational data (often large) sets to find 
unsuspected relations and to abridge the data in novel ways 
that are both understandable and useful to the information 
owner” [18]. 

 Even though most of the world still utilizes the conven-
tional method to identify, classify and diagnose cancer, these 
conventional techniques have largely been inaccurate and 
ambiguous. Molecular level diagnostics such as microarray 
gene expression profiles are viable alternative for cancer 
identification and classification which are not only efficient 
but also accurate. Hong-Hee Won has proposed the collec-
tion of network classifiers learned from the undesirably cor-
related physiognomies of cancer genes to accurately classify 
the cancer disease and systematically estimate the acts of the 
planned technique on the datasets. Recent studies have indi-
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cated that the negatively correlated classifiers have the most 
excellent recognition rate on the datasets [19]. Machine 
learning algorithms can be classified into a classification 
based on the preferred outcome of the algorithm or the 
category of input available during training the machine. Hu 
proposed and analyzed in 1994 the classification perform-
ances of cancer cell by using unsupervised and supervised 
learning methods [20]. Supervised learning produces a 
function that can map the inputs to preferred outputs (also 
called labels). In unsupervised learning, the input given to 
the learner is not labelled. For supervised learning, a single 
hidden layer fuzzy neural network with back propagation 
training is developed and implemented [1]. So considering 
all the above discussed reasons, we need to ponder and have 
to come up with an alternate, more efficient technique which 
is reliable and accurate. We propose a computer based 
method for early detection and prediction of Hepatocellular 
carcinoma. 

 DNA microarrays is the sole option to rapidly assess the 
global expression picture of thousands of genes in any given 
time opinion and associate the detailed combinatory analysis 
results of global expression profiles for normal and malig-
nant cells at various useful stages or distinct experimental 
conditions. Acquisition of such "genetic portraits" allows 
searching for orderliness and difference in countenance pat-
terns of certain genes, understanding their function and 
pathological prominence, and eventually developing the 
"molecular nosology" of cancer.  

 Neural network technique has evolved as an efficient 
classifier and also as a program writing practice for optimi-
zation of systems [21, 22]. For the evaluation of gene-
expression information, neural networks have been exactly 
tested for their capability to precisely distinguish among 
cancers belonging to several diagnostic categories. The 
high mortality rate is attributed to lack of conspicuous 
symptoms and the internal location inside the body; it is 
difficult to be diagnosed at an early stage. In order to get 
rid of this problem, new practices for early detection of 
Hepatocellular carcinoma are needed to determine the con-
dition of the liver and to give patients at the early stage 
treatment. Surely, the decisions made by the medical ex-
perts are the most important factors in cancer diagnosis but 
human beings are always prone to commit errors because 
of their boundaries. Thus, most of the researchers nowa-
days have proposed Artificial Intelligence (AI) classifica-
tion procedures for cancer diagnosis. These methods have 
been proved in supporting the experts to facilitate their de-
cision making process. Artificial neural network is an arti-
ficial analogous model of human nervous system and is 
inspired from the architecture of brain. The human brain is 
a complex network of neurons, which is highly organized 
and has an incredible decision making capability. Like a 
human brain, the ANN learns by already worked out exam-
ples. Once they are sufficiently experienced they can work 
the examples out by themselves. The neural network which 
is used in this paper is based on Leven marquardt algo-
rithm. 

2. METHODS 

2.1. Data Collection 

 We first tried to obtain the nucleotide sequence of the 
genes which showed alterations of copy number in Hepato-
cellular carcinoma (HCC). Bacterial Artificial Chromosome 
(BAC) clone DNA or oligonucleotide probe arrays (microar-
ray-based relative genomic hybridization) have been used in 
a number of studies to search for copy number changes in 
liver cancer. The gene name of the above mentioned genes 
are obtained from Tatsuhiro Shibata and Hiroyuki Aburatani 
[23]. Total 46 gene names were obtained and the coding se-
quences of these genes were obtained from National Centre 
for Biotechnology Information (NCBI) database Genbank. 30 
of these genes were recurrently deleted genes and 16 of them 
were recurrently amplified genes in HCC. The genes which 
were analyzed in our work are listed below in Table 1. 
The gene Database we prepared is shown schematically in 
Fig. (1). 

2.2. Data Preparation 

 Data encoding plays an essential function in improving 
the network performance. Neural networks are capable of 
processing many diverse forms of data presented to the net-
work in a suitable format. There are different classes of in-
puts which are properly distinguished by the neural network, 
and hence data encoding methodology is used to represent 
data. DNA sequences of Homo sapiens are made up of four 
bases, A, T, G and C. These four bases should be represented 
in numerical vector form for training and use a neural net-
work for order cataloging. The numerical values for encod-
ing the input data sequences were 0, 0.5, 1 and 1.5 for the 
bases A, T, G and C, respectively and to represent the output 
value chosen so as to satisfy the training, prediction and 
classification needs of the neural network. A C-program was 
made for the conversion of the gene nucleotide sequence into 
an excel file with extension .xls. The program directed suc-
cessive nucleotide code into successive rows with 1 common 
column.The entire data of 30 genes were compiled into a 
matrix of 10000 * 30.  

2.3. Experimental Protocol 

 First we collected all the required sequences, retrieved 
from gene bank and made a data collection. Then we ar-
ranged all the sequences according to our requirement, we 
completed the sequence up to 10000 places. The gene se-
quences having more than 10000 nucleotides were trimmed 
short up to 10000 nucleotides, and for the sequences having 
less than 10000 nucleotides, we copied the first 1-9 nucleo-
tide of same sequence and pasted it up to 10000. We made 
two files one for input data (ipp) and another for output 
(opp). Further, we opened matlab and ran the program for 
maximum output. 

2.4. Neural Network Methodology 

 There are many methodologies for analysis of Hepatocel-
lular Carcinoma, some of them are - Preliminaries of ANN, 
Multi-layered Feed forward Artificial Neural Network 
(MLFANN), Gradient Descent Algorithm (GDA), Conjugate 
Gradient Descent Algorithm, Leven marquardt (LM) 
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Table 1. Gene sequences with their accession numbers and outputs. 

Sequence Name Accession Number Function Output 

Mdm4 JN794077 Tumor protein p53 pathway 1 

BCL9 KP345733 Embryonic development 2 

ARNT M69238 Xenobiotic metabolism 3 

ABL2 DQ084361 Proliferation 4 

MET NM_001127500 Embryonic development, organogenesis and wound healing 5 

COPS5 NM_006837 Regulator in multiple signaling pathways 6 

MTDH NM_178812 Angiogenesis 7 

COX6C AH006984 Mitochondrial respiratory chain 8 

MYC NM_002467 Cell cycle progression, apoptosis and cellular transformation 9 

CCND1 NM_053056 Proliferation 10 

FGF19 AY358302 FGF family 11 

EEF1A2 NM_001958 Enzymatic delivery of aminoacltRNAs to the ribosome 12 

TNFRSF14 NM_003820 TNF-receptor superfamily 13 

CDKN2C NM_001262 Cell growth regulator 14 

ARID1A NM_006015 Regulate transcription 15 

TNFAIP3 NM_001270508 NF-κB pathway 16 

CSMD1 AY358174 Tumor suppressor 17 

DLC1 NM_182643 Human hepatocellular carcinoma 18 

SORBS3 NM_005775 Migration 19 

WRN AF091214 Cell division and repairing DNA 20 

SH2D4A NM_022071 Proliferation 21 

PROSC NM_007198 Unknown 22 

CDKN2A NM_001195132 Tumor suppressor by regulating the cell cycle 23 

CDKN2B NM_004936 Tumor suppressor by regulating the cell cycle 24 

PTEN AH007803 Tumor suppressor by inhibition of the AKT signaling pathway 25 

SPRY2 NM_005842 Proliferation 26 

BRCA2 U43746 Repair damaged DNA 27 

RB1 NM_000321 Tumor suppressor 28 

XPO4 NM_022459 Nuclear export 29 

SMAD4 NM_005359 Proliferation or differentiation 30 

HNF1A HM449088.1 Encoded protein involved in the regulation of the expression of several liver-specific genes 31 

APC M74088.1 APC protein is a negative regulator that controls beta-catenin concentrations and interacts with E-
cadherin, which are involved in cell adhesion 

32 

PIK3CA KF921496.1 integral part of the PI3K pathway 33 

TP53 NC_000017.11 Encodes P53 which can activate DNA repair proteins when DNA has sustained damage 34 

COL1A1 NM_000088.3 Encodes a Janus Kinase protein which has been implicated in signaling by members of the type II 
cytokine receptor family 

35 

(Table 1) contd…. 
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Sequence Name Accession Number Function Output 

TCS2 NM_000548.4 Encodes tumor suppressor and is able to stimulate specific GTPases 36 

CTNNB1 NM_001904.3 Encodes beta-catenin 37 

SMARCA4 NM_001128849.1 
Encodes protein is part of the large ATP-dependent chromatin remodeling complex, which is 
required for transcriptional activation of genes normally repressed by chromatin 

38 

AXIN1 NM_003502.3 Encodes a cytoplasmic protein which contains a regulation of G-protein signaling domain 39 

CHD1L NM_004284.5 Encodes a Protein involved in DNA repair 40 

JAK2 NM_004972.3 
Encodes a Janus Kinase protein which has been implicated in signaling by members of the type II 
cytokine receptor family 

41 

BRAF NM_004333.5 
Encoded protein is involved in sending signals inside cells which are involved in directing cell 
growth 

42 

TCS2 NM_000548.4 The gene product is believed to be a tumor suppressor and is able to stimulate specific GTPases 43 

NFE2L2 NM_006164.4 
Encodes protein that regulates the expression of antioxidant proteins that protect against oxidative 
damage triggered by injury and inflammation 

44 

ARID2 NM_152641.3 
Encodes PBAF chromatin-remodeling complex which facilitates ligand-dependent transcriptional 
activation by nuclear receptors 

45 

ATM U82828.1 
Encodes a kinase that phosphorylates several key proteins that initiate activation of the DNA 
damage checkpoint 

46 

 

 
Fig. (1). Gene Database. 

algorithm etc. We used LM algorithm for the work per-
formed in this article. A particular type of “Artificial Neural 
Network (ANN)”, viz. Multifaceted Feed-forward Artificial 
Neural Network (MLFANN) has been labeled. To train such 
a system, we have contemplated two types of learning algo-
rithms, namely Gradient Descent Algorithm (GDA) and 
Conjugate Gradient Descent Algorithm (CGDA). The LM 
method is a normal technique used to solve nonlinear least 
squares problems. Nonlinear least quadrangles glitches arise 
when the function is not linear in the parameters. Nonlinear 
least squares method includes an iterative progress to pa-
rameter values in order to decrease the sum of the quadran-
gles of the errors between the purpose and the sedate data 
points. The Levenberg-Marquardt curve-fitting method is 
actually a combination of two minimization methods: the 
gradelineage method and the Gauss-Newton technique. In 

the incline descent method, the sum of the squared errors is 
reduced by updating the parameters in the steepest-descent 
direction. In the Gauss-Newton method, the sum of the 
squared errors is abridged by assuming the minimum squares 
function which is locally quadratic, and finding the mini-
mum of the quadratic. The Levenberg-Marquardt technique 
acts more similar a gradient-descent method when the 
parameters are far from their optimal value, and acts more 
like the Gauss-Newton method when the strictures are close 
to their optimal value. The working of Levenberg-Marquardt 
method is explained diagrammatically below, here first we 
have to take the input (ipp) which we have to train, an output 
(opp) for after training we get. Hidden layer plays an impor-
tant role in the training process. Actually, the number of hid-
den nodes is one of the significant parameters responsible for 
the final output. Here, the process of training, testing and 
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validation occurs. Two networks run parallel, network 1 and 
network 2. The neural network structure is shown in Fig. (2). 

3. RESULTS 

 Artificial neural networks are used due to their ability to 
tackle enormous amount of data with a good convergence 
rate and the ease with which they can be trained resulting in 
prudent modeling of large datasets. This in turn helps in sup-
port and prediction of clinical diagnosis of a disease. The 
principle aim of this work is to present a neural network 
methodology for accurate classification of candidate genes 
causing Hepatocellular Carcinoma (HCC) and to deduce a 
relationship between them. 

3.1. Neural Network Training Results 

 The following parameters are set in MATLAB 2012 for 
neural network. For molecular marker of liver cancer 46 ex-

perimental data used to develop ANN models. Out of them, 
32 are used to train the network, 7 for validation and 7 for 
testing. The network performance measures such as MSE 
and R2 are shown in the figures below. This is performed 
with the 70%, 15% and 15% of the total 46 genes being used 
for training, validation and testing, respectively. Like this, 
the training, testing and validation are performed with all the 
possible combinations. Here we used different numbers of 
hidden layers and feasible mixture to generate net architec-
ture which provides the least error. The network trained with 
many types of hidden nodes and validation, the testing sets 
were changed every time. After rigorous training, the best 
network output is shown in the figures given below. From 
these figures, we can depict that 10 hidden nodes with test-
ing set 15% and validation set 15% is giving optimum per-
formance. The total sets were 46, out of that, 20 were used 
for training, 5 were used for testing and 5 were used for vali-
dation. The R2 value with training is 0.99136, R2 value ob-

 
Fig. (2). Neural network architecture. 

 

 
Fig. (3). Regression, training validation. 
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tained with testing is 0.80515, R2 value obtained after valida-
tion is 0.76678 and with the total number of sets the R2 value 
is 0.93417. The results show that experimental results are 
closer to the neural network predicted results. Fig. (5) shows 
the best validation performance. The figure is drawn against 
MSE vs. epochs. 23 epochs were taken for this. From the 
Figure, 5th Error histogram can be seen. The dashed line in 
each plot signifies the perfect result - outputs = targets and 
the solid line denotes the best fit linear regression line be-
tween outputs and targets. The R2 value indicates the rela-
tionship between the outputs and targets. Greater the value of 
R2 (close to 1) greater the accuracy in the linear relationship 
between outputs and targets. The value of R2 and MSE are 
for training, validation, test and overall data is given in Fig. 
(3). In the Fig. (4), we can see training state, how the error is 
decreasing with the iterations. Fig. (6) shows the Actual and 
Predicted output of the neural network training. The results 
of ANN modeling are comparable to that of RSM modeling. 
But in our study, we are representing the advanced method-
ology of neural network methodology as a molecular marker 
for liver cancer. The Epoch with 1, 2, 3, 4…………….9 hid-
den node and different iterations were trained, we couldn’t 
get good output, however, in 10 hidden layers 23 epochs 
showed good output and optimum result. The performance is 
as follows, the algorithm used was random data division (di-
viderand), Training was scaled conjugated Gradient(tracing) 
and Performance was reported on the basis of graph plotted 
between Mean Squared error (MSE) and 20 epoch.  Deriva-
tive used was Default (defaultderiv). Progress was as fol-
lows, Epoch with 9 iteration (maximum sated- 1000), Time: 
0.00.06 second. Performance: Gradient: 152 and 6 Valida-
tion Checks. R2 Values in the regression curve quantize the 
correlation between outputs and targets. An R2 value of 1 
means a close relationship, 0 means a random relationship. 
Mean Squared Error is the regular squared difference be-
tween productions and targets. The network is adjusted ac-
cording to its error. These parameters are applied to measure 
network generalization, and to stop training when generaliza-
tion stops improving. These have no effect on training and 
thus provide an independent measure of network perform-
ance during and after training for 30 sample output. The 
sample output was 70%, validation of 5 samples gave 15% 
output and testing of 5 samples gave  15% output. The corre-
lation between outputs and targets were measured by the 
mean squared error and Regression R2 Values of the per-
formance measure. If the R2 value is 0 then it means a ran-
dom relationship and if it is 1 it means a close relationship. 
Mean Squared Error is defined as the average squared differ-
ence between targets and outputs. If we train multiple times, 
they will generate different results due to their different ini-
tial sampling and conditions. If the generalization stops im-
proving further, the training automatically stops as it indi-
cates an increase in mean square error of the validation sam-
ples. 10 hidden nodes are used in network 1 and network 2 
and these two networks consist of varying number of hidden 
nodes. 10 hidden nodes gave optimal results. During train-
ing, the networks present the training nodes and the adjust-
ment of network is done according to its error. Network gen-
eralization are measured by the testing nodes and training 
stops when generalization stops improving. The training is 
not affected by the Validation nodes and it will provide an 
independent measure of network performance during and 
after training. 

 

 
Fig. (4). Training state. 

 

 
Fig. (5). Performance. 

4. DISCUSSION 

 Cancer is currently identified by histology and immune 
histochemistry, based on their morphology and protein coun-
tenance, respectively. However, poorly distinguished cancers 
can be difficult to identify by monotonous histopathology. In 
addition, the histological arrival of a growth cannot reveal 
the underlying genetic deviations or biological procedures 
that contribute to the process. Here, we developed a method 
of analytical organization of cancers from their gene-
expression autographs and recognized the genes that con-
tributed to this classification. Monitoring global gene-
expression levels by cDNA microarrays delivers a supple-
mentary tool for elucidating cancer biology as well as for 
molecular diagnostic classification of cancer [24, 25]. Cur-
rently, classification and gathering tools by means of gene-
expression data have not been thoroughly tested for analyti-
cal classification of more than two groups. Other methods 
that share the parametric nature of ANNs and have been used 
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to categorize gene-expression profiles include Support Vec-
tor Machines [23]. 
 Even though ANN analysis leads to documentation of 
genes exact for a cancer with insinuations for biology and 
diagnosis, strength of this technique is that it does not need 
genes to be exclusively related with a single cancer type 
[26]. This allows for organization based on multifaceted 
gene-expression designs. As the main drive of this study was 
to optimize the organization of these cancers, we used a 
stringent quality filter to include only the genetic factor for 
which there were good capacities for all samples. This may 
remove certain genes that are highly pronounced in some 
growths, but not expressed in other cancers, or may appear 
unexpressed because of an artefact in a specific cDNA spot. 
Nonetheless, we expect that this list can be long-drawn-out 
by the use of more comprehensive arrays and larger sample 
sets for training. Here we developed a method of analytical 
organization of cancers from their gene expression signa-
tures using future applications of these approaches will com-
prise studies to classify cancers according to phase and bio-
logical behavior in order to predict forecast and straight ther-
apy. We believe this offers another influential method for the 
detection of gene-expression autographs, and the discovery 
of novel genes that describe a problem-solving subgroup 
which may also identify new targets for therapy. 

CONCLUSION 

 The aim of this work is to present an efficient methodol-
ogy for Hepatocellular Carcinoma classification and gene 
signature identification in patients based on the gene expres-
sion profile. A method of diagnostic classification of tumors 
from their gene-expression autographs has been developed 
that efficiently classify tumors and helps in decision making 
for providing appropriate treatment to the patients suffering 
from Hepatocellular carcinoma. Artificial neural networks 
(ANN) allow us to categorize the patients and recognize the 
low risk patients and avoid the unnecessary systemic adju-
vant chemotherapy. It was concluded that varying the num-
ber of neurons in the hidden layer increase the performance of 
prediction result with the same computational time even 
though increase in the complexity of the algorithm. Appar-

ently, the performance of prediction enhances in correspon-
dence with the number of iterations i.e. the better the training 
of the ANN, better will be its accuracy but only up to a cer-
tain limit.  
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