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Abstract

extraction task.

Goal: To assess the reliability of a reference standard for an information

Setting: Twenty-four physician raters from two sites and two specialties judged whether clinical
conditions were present based on reading chest radiograph reports.

Methods: Variance components, generalizability (reliability) coefficients, and the number of
expert raters needed to generate a reliable reference standard were estimated.

Results: Per-rater reliability averaged across conditions was 0.80 (95% CI, 0.79-0.81). Reliability
for the nine individual conditions varied from 0.67 to 0.97, with central line presence and
pneumothorax the most reliable, and pleural effusion (excluding CHF) and pneumonia the least
reliable. One to two raters were needed to achieve a reliability of 0.70, and six raters, on average,
were required to achieve a reliability of 0.95. This was far more reliable than a previously
published per-rater reliability of 0.19 for a more complex task. Differences between sites were

attributable to changes to the condition definitions.

Conclusion: In these evaluations, physician raters were able to judge very reliably the presence
of clinical conditions based on text reports. Once the reliability of a specific rater is confirmed, it
would be possible for that rater to create a reference standard reliable enough to assess aggregate
measures on a system. Six raters would be needed to create a reference standard sufficient to
assess a system on a case-by-case basis. These results should help evaluators design future
information extraction studies for natural language processors and other knowledge-based

systems.
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Evaluators often compare the output of a knowledge-
based system to a set of correct answers, known as
the reference standard. When a reference standard is
generated by expert opinion, it may be far from per-
fect or “gold.” Yet the reference standard must be of
high quality to measure the system’s performance ac-
curately and to differentiate several competing sys-
tems. Reliability'? is one measure of the quality of a
reference standard: it quantifies the agreement among
the experts who generated the standard. Poor relia-
bility leads to poor estimates of system accuracy.
Evaluators use reliability studies® to determine whether
a reference standard is appropriate for an evaluation
and whether it needs to be improved either by in-
creasing the number of experts or by training the ex-
perts.

Unfortunately, there have been relatively few reliabil-
ity studies in medical informatics that have been
aimed at knowledge-based system evaluation' (al-
though other areas such as questionnaires have been
covered’). For studies that have used a single expert
(without repeat measures), little can be done to mea-
sure reliability. A number of researchers have enlisted
multiple experts,*™® but because that reliability was
not quantified, it cannot be said with assurance that
the reliability was sufficient. In some cases, research-
ers have looked at the variability among experts in
various forms—having experts rate each other,”* mea-
suring distance among experts,”’ '' or calculating an
error rate among experts'’—but because traditional
measurement techniques were not used, the results
are difficult to apply to other evaluations. In one such
case, the data from an earlier evaluation® were reused
to illustrate the concepts of measurement.' The body
of literature comprising reliability studies in medical
informatics clearly needs to be expanded.'

For this paper, we drew on data from two earlier eval-
uations on natural language processing in medi-
cine.”" Both evaluations had compared the ability of
a natural language processor called MedLEE" to the
ability of physicians to draw conclusions from radi-
ology reports. We carried out a reliability study on the
physician data and estimated the number of experts
needed to generate reference standards for similar
evaluations in the future.

Background

Reliability: Classical Theory and
Generalizability Theory

Reliability and validity are two important aspects of
measurement. Reliability refers to the reproducibility
or precision of a result, whereas validity refers to the

correctness or accuracy of the result."” These concepts
can be applied to reference standards. Assume that
there are a number of experts, more generally referred
to as raters, who perform some task on a set of patient
cases, resulting in a score for each rater-case pair. The
best estimate for the right answer for each case is
some combination (for example, average) of the rat-
ers’ answers, and this becomes the reference standard.
Reliability is a measure of the reproducibility of the
standard, which can be estimated on the basis of the
extent of agreement of the raters. The more the raters
agree, the more likely the same reference standard can
be reproduced if the study is repeated with the same
raters or with a new set of (similar) raters. Validity,
on the other hand, is the degree to which the reference
standard answers the question intended by the eval-
uator. In this paper, we focus on reliability but cover
validity briefly in the Discussion section.

Reliability can be improved by increasing the number
of raters (that is, adding more raters of equivalent
quality) or by improving the agreement among raters.
Increasing the number of raters improves the reliabil-
ity of the overall reference standard because the rat-
ers’ individual quirks are averaged out by a larger
number of raters. It is analogous to improving the es-
timate of the mean by making more measurements.
Agreement between individual raters can be im-
proved by training the raters or by removing raters
who are especially different from the others. (Remov-
ing raters must be done with great care, however, be-
cause it may sacrifice validity; the rater who is differ-
ent may be the one who is correct.) Adding raters and
training raters can consume considerable resources, so
it is important to quantify reliability and decide how
much is enough.

In classical reliability theory, one can qualify reliability
by estimating the variance in the raters” answers for
each case and separating it into two components. The
true variance, o4, represents the true differences be-
tween cases independent of raters” differences (for ex-
ample, the correct diagnosis); ideally, the reference
standard should have only true variance. The error
variance, 02, includes systematic differences in how
raters approach individual cases (for example, differ-
ences of opinion) and unsystematic errors (for exam-
ple, coding errors). The reliability coefficient,” p, can
then be defined as the proportion of the total variance
of interest (04 + Oimo) that represents the true in-
formation being sought (o+t...). Explicitly, the reliability
coefficient, p, can be defined as,

2

() Tue
p= 1)

2 2 .
O-true + O-error
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The reliability coefficient equals one when there is no
error, and the variation in answers from case to case
reflects only the true differences between cases. It
equals zero when there is only error.

Classical theory is limited to simple studies in which
the variance can be divided into two components. Of-
ten, there are many sources of error—known as
facets' —that each contributes to the variance. It is not
always appropriate to lump these sources of error to-
gether under a single 020 €ITOr term. Generalizability
theory'" is an extension of classical theory that ac-
commodates multiple facets and complex study de-
signs. Shavelson et al.” have published an excellent
tutorial. The general approach is to first carry out a
generalizability (G) study, which estimates the magni-
tude of as many sources of error as possible (using a
procedure such as variance component analysis'),
and then to carry out a decision (D) study, which uses
the information from the G study to optimize relia-
bility for a particular purpose.®

For example, even the simple example of cases and
raters can benefit from generalizability theory. The
variance can actually be divided into three (not two)
components. The first component, case variance, or
02 i identical to ot it represents the true differ-
ences between cases independent of raters’ differences
and errors. The second component is rater variance,
Or O, Which represents the tendency of raters to
over- or under-diagnose cases (overall threshold to
call a condition positive). The third component is the
residual variance, or o2, which contains additional
systematic errors and all the unsystematic error. The

earlier term, o2, equals the sum of ot and Of.ga.

In a G study, the magnitude of the three components,
Olrser Tonters AN Oy, would be estimated using vari-
ance component analysis, and reliability* would be es-
timated by the generalizability coefficient.”” In this ex-
ample, the generalizability coefficient would be
defined only in terms of case and residual variances.
Rater variance does not contribute to distinguishing
cases; it shifts the level of all the cases equally. Because
most knowledge-based system evaluations include
some arbitrary threshold set by the evaluator, this var-
iance component does not contribute to the reliability
estimate. The reliability of each rater’s answers would
then be estimated by the following generalizability co-

*The term “generalizability’’* has been coined as a replacement
for “reliability”” because it reflects generalizability theory’s em-
phasis on explicitly defining the universe to which one is al-
lowed to generalize. Nevertheless, the generalizability coeffi-
cient is a legitimate estimate of reliability as defined in this
paper, and generalizability theory authors continue to use both
words." In this paper, we use the word “reliability”” throughout.

efficient (denoted p,), which is analogous to the reli-
ability coefficient in Equation 1:

2
O case

P = (2)

2 2 °
O case +o resid

Notice the difference between Equation 1 and Equa-
tion 2. While ol equals Oy, Oraa is less than or
equal to o2, The generalizability coefficient, p,, will
be greater than the reliability coefficient, p, when
Orier 18 NON-zero. Therefore, in this example, classical
theory underestimates the reliability of the raters be-
cause there is no structure for separating variance
components and eliminating one of them (%) from
the error.

The reliability of the combined answers of the raters
can also be estimated. The generalizability coefficient
is defined as follows: The numerator contains the var-
iance of the facet of interest (o2, in this example). The
denominator contains the variance of the facet of in-
terest plus the variance of all the sources of error di-
vided by the number of discrete levels over which
each source is averaged. If, for example, there were
six raters in the study, then the reliability, ps, would
be given by

2

O cas
— case , 3
p6 O-gase + (O-fesid - 6) ( )

because 02y is averaged over six raters. As expected,
the reliability of the combined answer of the six raters,
ps, is greater than the reliability for individual raters,

P1-

A D study takes the result of a G study and applies
it to a new situation. Say, for example, the goal was
to achieve some target reliability, p’. A D study could
tell how many raters would be necessary to achieve
that reliability. The number of raters, N, needed to
create an adequate reference standard would be given

by

P’ O resia
Ao, @
A target reliability of 0.7 is often suggested as ade-
quate,""” but in fact the target depends on how the
reference standard will be used. If the standard will
be used only to estimate the overall performance of a
system—using measures such as accuracy, sensitivity,
or specificity —then a reliability of 0.7 is probably suf-
ficient because individual mistakes will be averaged
over many cases. If, however, the reference standard
will also be used to uncover the details of why the
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Table 1 m

Variable Definitions

Variable Definition Levels

Score Presence of a condition Present (1); absent (0)
(the dependent vari-
able)

Site Medical center NYP; BW

Case Chest radiograph for a 200 cases per site (400
unique patient; total)
nested within site

Condition Clinical condition the See Table 2

raters were looking
for; nested within
site

Specialty  Clinical specialty of Internist; radiologist
rater

Rater Physician rater; nested 6 raters per site-specialty
within site and spe- pair (24 total)
cialty

Note: NYP indicates New York Presbyterian Hospital; BW,
Brigham and Women’s Hospital.

system failed on a case-by-case basis, then a much
greater reliability is needed. A reliability of 0.95 has
been suggested” as reasonable for drawing conclu-
sions about individual cases. The consequence of too
low a reliability is that a large proportion of the sup-
posed system errors will in fact be the fault of the
reference standard, and some true system errors will
be missed. For example, in this paper the answers are
dichotomous and the conditions are rare, so the var-
iance approximately equals the proportion of positive
answers in the reference standard. A reliability of 0.7
implies that about 30 percent of the variance is error,
so nearly 30 percent of the positive answers in the
reference standard are in fact incorrect, and a small
proportion of the negative answers are incorrect. If the
system were modified based on this case-by-case anal-
ysis, a large portion of the modifications would ac-
tually make the system worse!

MedLEE Evaluation and Information Extraction

MedLEE is a natural language processor that has un-
dergone a number of evaluations,”'**~*" including a
demonstration that it improved patient care by im-
proving respiratory isolation.”” The data from two of
these evaluations™'’ were used in this paper to carry
out a reliability study. The original goal of the eval-
uations was to compare the performance of the nat-
ural language processor to physicians, lay persons,
and alternative computer algorithms. The task was to

decide the presence or absence of six or seven clinical
conditions based on reading a radiology report. Ma-
jority physician opinion was used as a reference to
calculate sensitivity and specificity for the subjects.
The first evaluation,’ carried out at New York Pres-
byterian Hospital (NYP, formerly Presbyterian Hos-
pital), showed that the system was indistinguishable
from the physicians and superior to the other subjects.
The second evaluation,'® carried out at Brigham and
Women'’s Hospital (BW), showed a small but measur-
able drop in performance due to transferring the sys-
tem.

A summary of the variables (facets) used in these
evaluations is shown in Table 1. Both studies enlisted
12 physicians and 200 cases with chest radiograph re-
ports. Cases were a random sample of inpatient ad-
missions that included chest radiographs. Physicians
were a convenience sample of internists and radiolo-
gists from the two institutions, selected on the basis
of their affiliation with the institutions and willing-
ness to cooperate. To allow the use of many reports
without unduly taxing the physicians, a balanced in-
complete block design was used”: Each physician
read half the reports (100), and each report was read
by half the physicians (6).

The task was to read one chest radiograph report for
each case and determine whether one or more of a set
of clinical conditions was present. There were nine
unique conditions in total; they are enumerated in the
first column of Table 2. They represented common
conditions useful for automated decision support’ and
order entry." The four conditions in common between
the two evaluations had somewhat different defini-
tions. Most notably, in the first evaluation, “pleural
effusion” excluded effusions associated with conges-
tive heart failure’; they were included in the second
evaluation.”

As documented in detail in the second evaluation,
the tasks had varying levels of difficulty, depending
on the condition and on the case. Determining the
presence of a rib fracture on the basis of a chest ra-
diograph report should be easy, but determining that
a finding represents a probable malignancy is by no
means straightforward. Difficulty also appeared to
vary by case. Pairs of physicians disagreed on at least
one condition for 22 percent of reports; the source of
disagreement appeared to be interpretation of find-
ings, gauging likelihood and degree of disease, and
coding errors. For example, this report was taken
from the second study':

HisTORY: Vaginal bleeding, fibroid uterus.

FINDINGS: A small left-sided effusion is seen. Patchy
parenchymal opacities are seen within both
lower lobes, left greater than right. Mild redis-
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Table 2 m

Variance Components for Random Effects

Site Condition Case Rater Case-specialty Residual
NYP Congestive heart failure 0.0964* 0.0001 0.0000 0.0164*
Pneumonia 0.0844* 0.0014 0.0000 0.0354*

Pleural effusion 0.0609* 0.0009 0.0012 0.0306*

Pneumothorax 0.0341* 0.0000 0.0003 0.0050*

COPD 0.0263* 0.0001 0.0000 0.0106*

Neoplasm 0.0541* 0.0008 0.0000 0.0189*

BW Congestive heart failure 0.0173* 0.0002 0.0000 0.0275*
Pneumonia 0.0854* 0.0029 0.0000 0.0382*

Pleural effusion 0.1681* 0.0005 0.0004 0.0244*

Pneumothorax 0.0115* 0.0000 0.0008* 0.0017*

Atelectasis 0.1069* 0.0023 0.0019 0.0326*

Rib fracture 0.0345* 0.0001 0.0005 0.0058*

Center line presence 0.0472* 0.0000 0.0034* 0.0017*

(Both) Average condition 0.0705* 0.0007* 0.0006* 0.0191*

NoTE: NYP indicates New York Presbyterian Hospital; BW, Brigham and Women’s Hospital.

*Significantly different from zero at 0.05 level.

tribution of the pulmonary flow is seen as well
as distention of the superior vena cava and
azygos vein. An NG tube is seen terminating the
stomach.

IMPRESSION: Small left-sided effusion. Bibasilar sub-
segmental atelectasis.

Two radiologists and two internists concluded that
atelectasis was present, but one radiologist and one
internist did not." The disagreement in this example
may have been due to differences of opinion on
whether subsegmental atelectasis was significant or
whether the patchy infiltrates really signified atelec-
tasis, or it may have been due to coding errors. Other
reports, such as “normal exam,” caused less disagree-
ment.

Methods

Our approach was to combine the data from the two
evaluations, design the model, estimate the variance
components, and calculate the generalizability coeffi-
cients. In the combined data set, the site facet indi-
cated the source of the data (NYP or BW). There was
no overlap of cases between the sites, so the case facet
was nested within site. Because the condition defini-
tions differed between the two evaluations, the four
conditions in common between the two sites were
treated as eight different conditions. Therefore, 13
conditions were included in the analysis, and they
were nested within site. The specialty facet (radiolo-
gist versus internist) was crossed with site. The raters
were nested within specialty and site (each rater be-
longed to only one specialty and one site).

A separate generalizability analysis was done for each
condition, as suggested by Shavelson et al."”” The rea-
soning is as follows: The condition facet is different
from the rater, specialty, and site facets in the sense
that one does not want to know the average score
across conditions. An average score would indicate
how many conditions a patient has but not which spe-
cific conditions the patient has. A standard model that
uses the case variance as the numerator of the gener-
alizability coefficient (Equation 2) is really averaging
over the other facets in the model; therefore, if the
condition facet is included, the case variance will not
reflect the specific diagnosis for each case. Doing a
separate analysis for each condition provides the ap-
propriate reliability estimate for making a diagnosis.
Because each condition had only one site and a sep-
arate analysis was done for each condition, it was not
possible to estimate the site variance component: the
site facet dropped out of the model.

The following variance component model was used
for each condition:

scorey = case; + rater(specialty); + specialty;

+ case-specialty; + residualy (5)

where i is an index on case (200 levels), j is an index
on rater within specialty (6 levels), k is an index on
specialty (2 levels), rater is nested within specialty,
and case-specialty is an interaction term. Case, rater,
case-specialty, and the residual were random effects.
Specialty was a fixed effect (its two levels were in no
way a random sample: one might expect radiologists
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to read radiograph reports differently from other spe-
cialists). The interaction between rater-within-spe-
cialty and case could not be distinguished from the
residual error in this study. Making the distinction
would require retesting raters on the same cases; this
was not done in the NYP study, and it was done only
for a small number of cases in the BW study.

Variance components were estimated with the SAS
procedure MIXED." The statistical significance of ran-
dom effects was estimated using the variance-covar-
iance matrix provided by SAS. The generalizability
coefficient included the following terms: The true var-
iance of interest (numerator) comprised the case var-
iance. The error variance comprised only the residual
error variance. Therefore, generalizability coefficients
were calculated according to Equation 2.

Rater variance was not included as a source of error
for reasons described in the Background section. It
changes the overall level of the result but does not
interfere with distinguishing cases. The overall level
of the result is somewhat arbitrary in this study any-
way because of the use of the word “probably” in
the condition definitions. The specialty component
could not be included because it is a fixed effect (no
variance was estimated). Even if it were a random
effect, it would not have been included, however, be-
cause it would also change only the overall level of
the result without interfering with distinguishing
cases.

The case-specialty component reflects consistent dif-
ferences in how the two specialties approached cases.
It was not considered a source of error for this gener-
alizability coefficient, under the assumption that most
investigators pick experts in a related field rather than
arbitrarily picking experts from many fields. For ex-
ample, a urology study is likely to have only urolo-
gists as experts, and additional specialty variance will
not contribute to the result. (The reader is free, of
course, to calculate any generalizability coefficient de-
sired from the reported variance components.)

The number of raters needed to achieve reliability co-
efficients of 0.7 and 0.95 were estimated using Equa-
tion 4. Ninety-five percent confidence intervals were
estimated from the variance—covariance matrix using
propagation of errors.” The intervals are conditional
on the current choices of specialty and site.

Resuits

The variance components for the random effects are
shown in Table 2. All case and residual components
were significantly greater than zero. The non-zero
case component implies that cases had measurably

different diagnoses; raters’ answers were not merely
noise. The non-zero residual component implies that
raters disagreed on their interpretation for individual
cases or coding errors occurred, or both. The rater
component was small compared with the other com-
ponents and was statistically indistinguishable from
zero within individual conditions. It therefore appears
that raters did not differ much in their overall thresh-
old to call a condition positive.

The case-specialty component (differences in how the
specialties approached cases) was generally small and
indistinguishable from zero, with two exceptions: cen-
tral line presence and, to a lesser degree, pneumotho-
rax. The fixed effect, specialty, was not significant for
any condition (it is not included in Table 2 because
there are no variance components associated with a
fixed effect). This implies that raters within a specialty
(on average) did not differ much in their overall
threshold to call a condition positive.

Table 3 shows the generalizability coefficients for each
condition; the coefficients are per rater (p,). They
ranged from 0.67 to 0.97, with most of them between
0.7 and 0.9. The average was 0.80. Conditions that one
might expect to be straightforward —pneumothorax,
rib fracture, and central line presence—did have a
high reliability, and conditions that should require sig-
nificant interpretation—pneumonia and neoplasm—
did have lower reliability. The conditions that were
common between sites had very similar reliability ex-
cept for pleural effusion. This may have been due to
the exclusion criterion (no effusions associated with
congestive heart failure) specific to NYP Hospital; it
may have confused those raters.

The raters were reliable enough that one, or at most
two, raters were sufficient to achieve a reliability of
0.70 and calculate aggregate measures on a system.
One to ten raters, with an average of six, were needed
to achieve a reliability of 0.95 and perform a case-by-
case analysis.

The most striking result of the study is the high reli-
ability of the raters in this report interpretation task.
If one is looking to measure the accuracy of a system
in such a task, then a single rater (on average) is re-
liable enough to create the reference standard.

In practice, however, one would not use a single rater,
because then there is no way to document that the
chosen rater was typical and that the task was similar
to the ones in this study. Nevertheless, a rater who
was previously shown to be reliable on a similar task
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Table 3 =
Reliability and Number of Raters

Generalizability Coefficient

per Rater, p;

No. of Raters for p = 0.7 No. of Raters for p = 0.95

Site Condition (95% CI) (95% CI) (95% CI)
NYP Congestive heart failure 0.85 (0.83-0.88) 1(1-1) 4 (1-8)
Pneumonia 0.70 (0.66—0.75) 1(1-2) 8 (4-12)
Pleural effusion 0.67 (0.61-0.72) 2 (1-2) 10 (6-14)
Pneumothorax 0.87 (0.85-0.90) 1(1-1) 3@1-7)
COPD 0.71 (0.67-0.76) 1(1-2) 8 (4-12)
Neoplasm 0.74 (0.70-0.78) 1(1-2) 7 (3-11)
BW Congestive heart failure 0.80 (0.76-0.83) 1(1-2) 51-9)
Pneumonia 0.69 (0.64-0.74) 2 (1-2) 9 (5-13)
Pleural effusion 0.87 (0.85-0.90) 1(1-1) 3(1-7)
Pneumothorax 0.87 (0.85-0.90) 1(1-1) 3(1-7)
Atelectasis 0.77 (0.72-0.81) 1(1-2) 6 (2-10)
Rib fracture 0.86 (0.83-0.88) 1(1-1) 4 (1-8)
Central line presence 0.97 (0.96-0.97) 1(1-1) 1 (1-5)
Both Average condition 0.80 (0.79-0.81) 1(1-1) 6 (5-7)

might be enlisted to create a reference standard alone.
Or three raters could be tested on the same subset of
the cases, and then one or more of those raters could
assess the rest of the set alone. As long as the reli-
ability for the common subset was reasonable, a single
rater could be trusted to do the rest.

Often a researcher wants to not only measure overall
performance, but also assess the reasons for substan-
dard performance. Making case-by-case assessments
requires higher reliability. Six raters were found to be
necessary in this study. Because the original evalua-
tions™'’ used six raters per case, their reference stan-
dards were sufficient to assess performance on a case-
by-case basis (a detailed error analysis was in fact
published in the second study").

The applicability of these results to other evaluations
depends on the generalizability of its design factors.
The cases were randomly selected from two academic
medical centers; other environments may have differ-
ent results. The tasks were reading chest radiograph
reports and determining the presence of clincial con-
ditions. This is a typical task for an expert system:
given data, determine the presence of conditions. The
domain of chest radiographs may be less complex
than other domains such as discharge summaries.
Overall, it is likely that these are relatively simple
tasks and that the estimated number of raters needed
for a reliable standard is therefore a lower limit.

No single measurement study will apply to all situa-
tions. Only if other researchers carry out and publish
similar reliability studies will it be possible to design
new evaluations with confidence. In a somewhat sim-

ilar study, eight physicians and a knowledge-based
system named Hypercritic® generated 298 comments
about the care of hypertensive patients. The eight
physicians then reviewed all 298 comments and
judged them to be correct or incorrect. The reference
standard was the majority opinion of the physician
judges about each comment. The target demonstration
study was to compare Hypercritic’s answers to this
standard. The measurement study' found a reliability
of 0.65 for the reference standard with eight judges
(ps), implying that single judges had a reliability of
about 0.19 (p,). This is very different from the relia-
bility obtained in the current study. Whereas the
MedLEE task involved fairly simple mapping from
radiology reports to clinical conditions, the Hyper-
critic study involved a much more complex medical
interpretation. This highlights the importance of do-
ing many measurement studies to understand how
context affects reliability, and reassessing reliability in
every study to confirm that the expected reliability is
achieved.

One limitation of the study is that we used a normal
mixed-effects model to estimate variance components
rather than a model designed specifically for binary
outcomes. Methods to estimate variance components
from mixed-effect models with binary outcomes are
still experimental and not readily available for large
problems like this one. Nevertheless, we believe the
current results are a reasonable approximation to the
true reliability of the raters.

This analysis assessed reliability, not validity. The re-
sults shown in Table 3 demonstrate that expert raters
answer similarly, but not that those answers are valid



150

(for example, that the diagnoses are correct). The
MedLEE evaluations had evidence of the three types
of validity.' The use of expert raters who were board-
certified physicians, including both producers (radi-
ologists) and consumers (internists) of the reports,
supported content or face validity. The presence of a
significant, but imperfect, correlation with the pa-
tients” discharge diagnoses, which is what would be
expected when admission radiographs are compared
to discharge diagnoses, supports criterion-related va-
lidity. Construct validity can be addressed by com-
paring the performance of the subjects. As expected,
lay persons differed significantly from the expert
raters.”" The natural language processing system was
indistinguishable from the raters in the first study, but
slightly different from them in the second study after
the processor was transported to a new locale.

Conclusion

Knowledge-based systems are frequently compared to
expert-generated reference standards. Designing an
appropriate standard requires knowing the reliability
of the expert raters and knowing what question needs
to be answered. In the task of determining the pres-
ence or absence of clinical conditions on the basis of
chest radiograph reports, physician raters were very
reliable. An appropriate reference standard would
need one to six raters, depending on whether only
aggregate measures like overall accuracy are being as-
sessed or whether individual cases are being exam-
ined. Based on the much lower reliability found in an
earlier hypertension critiquing study, it is clear that
more reliability studies must be done for researchers
to design future evaluations with confidence.

The authors thank Charles P. Friedman, PhD, for discussions
that motivated this paper.
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