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Abstract

A Reduced Form Model (RFM) is a mathematical relationship between the inputs and outputs of 

an air quality model, permitting estimation of additional modeling without costly new regional-

scale simulations. A 21-year Community Multiscale Air Quality (CMAQ) simulation for the 

continental United States provided the basis for the RFM developed in this study. Predictors 

included the principal component scores (PCS) of emissions and meteorological variables, while 

the predictand was the monthly mean of daily maximum 8-hour CMAQ ozone for the ozone 

season at each model grid. The PCS form an orthogonal basis for RFM inputs. A few PCS 

incorporate most of the variability of emissions and meteorology, thereby reducing the 

dimensionality of the source-receptor problem. Stochastic kriging was used to estimate the model.

The RFM was used to separate the effects of emissions and meteorology on ozone concentrations. 

by running the RFM with emissions constant (ozone dependent on meteorology), or constant 

meteorology (ozone dependent on emissions). Years with ozone-conducive meteorology were 

identified, and meteorological variables best explaining meteorology-dependent ozone were 

identified. Meteorology accounted for 19% to 55% of ozone variability in the eastern US, and 39% 

to 92% in the western US. Temporal trends estimated for original CMAQ ozone data and 

emission-dependent ozone were mostly negative, but the confidence intervals for emission-

dependent ozone are much narrower. Emission-driven changes in monthly mean ozone levels for 

the period 2000–2010 ranged from 6.4 to 10.9 ppb for the eastern US and from 1.4 to 2.5 ppb for 

the western US.
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1. INTRODUCTION

In this study, a Reduced Form Model (RFM) for the continental US (CONUS) was 

developed from a 21-year Community Multiscale Air Quality (CMAQ) model simulation. A 

RFM is a mathematical relationship between the inputs and outputs of an air quality model, 

permitting estimation of additional modeling scenarios without having to run costly new 

modeling simulations. CMAQ inputs used for the RFM included monthly mean emissions 

and meteorology, while the CMAQ outputs of interest are the monthly means of the daily 

maximum 8-hour summer season surface ozone (May-September). The RFM was fit by 

stochastic kriging (Ankenman, 2010) applied to the Principal Component Scores (PCS) of 

the emissions and meteorology. The PCS form an orthogonal basis for the RFM inputs (Eder 

et al., 1993; Bakshi, 1998). In addition, a few PCS incorporate most of the variability of 

monthly mean emissions and meteorology, thereby reducing the dimensionality of the 

problem.

The 21-year CMAQ model run was created for a variety of purposes that did not initially 

include RFM development. Therefore, creation of the meteorological fields and emission 

inventories did not represent extra effort. In addition, the NOx and VOC emissions for some 

sources (e.g., mobile emissions) are correlated to a degree because they tend to occur 

together. Ozone simulations dedicated to RFM development, on the other hand, are typically 

designed to capture the ozone response to a range of emissions for a fixed set of 

meteorological conditions. For example, the RFM described in USEPA (2006) and 

compared to another reduced-form modeling approach in Foley et al. (2014) was based on 

155 one-month model runs with emissions selected via statistical sampling of a wide range 

of emissions. In this USEPA RFM, the emissions are orthogonal and the meteorology is 

fixed.

During the CMAQ simulation period (1990–2010), monthly mean ozone values declined 

significantly in much of the eastern US and did not significantly change in much of the 

western US. At the same time, anthropogenic VOC and NOx emissions declined by roughly 

50%. There were also significant changes in the prevailing meteorologican conditions during 

these 21 years.

The focus of our study is determining the inherent relationsships among emissions, 

meteorogy, and ozone embedded in the CMAQ model output spanning 21-years during 

which there have been substantial changes in the prevailing meteorology and emissions 

loading, and not on extreme ozone values stemming from wildfires or unusual 

meteorological conditions. There have been other studies that examined how well models 

can simulate peak ozone levels especially when estimates of emissions loading from 

wildfires are highly uncertain (Porter et al., 2015; Pavlovic et al. 2016).

Because results from the coupled meteorology-chemical transport (WRF-CMAQ) model are 

used in this study together with substantial changes in meteorology, emissions, and 

associated atmospheric chemistry, this RFM can serve as a first order approximation to 

detailed air pollution modeling. Never-the-less, the value of the results is limited to the range 

of meteorological and emissions conditions used in the model simulations.
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2. Methods

2.1 Photochemical model set-up

This analysis relies on a photochemical model simulation, including emissions and 

meteorological inputs and the output ozone. A separate analysis was carried out that 

compares CMAQ ozone with ozone measured at monitoring sites (Xing etal, 2015). All 

references to ozone in this paper are to ozone estimated with CMAQ or the RFM.

Photochemical model simulations were performed for the years 1990–2010 with the in-line 

coupled Weather Research and Forecasting (WRF) - CMAQ version 5.0 modeling system 

(Wong et al, 2012). The modeling domain covered the CONUS at horizontal grid spacing 36 

km and with 35 vertical layers between the surface and 100 mb. The simulations employed 

four-dimensional data assimilation (FDDA), for temperature, winds, and moisture above the 

planetary boundary layer using NCEP North American Regional Reanalysis (NARR) fields 

(~32 km horizontal resolution and 3-hourly temporal resolution) and upper air observations 

using the procedures suggested by Gilliam et al., (2012). In addition, soil moisture and 

temperature were indirectly nudged using surface observations. Details on the strengths of 

the nudging coefficients can be found in Gan et al. (2015).

Lateral chemical boundary conditions for the 36 km domain were prepared from a WRF-

CMAQ simulation performed for the northern hemisphere for the same time period. These 

hemispheric simulations used a horizontal grid spacing of 108 km and 44 vertical layers of 

variable thickness between the surface and 50 mb. Emissions for the hemispheric 

simulations were based on the Emission Database for Global Atmospheric Research, version 

4.2 (EDGARv4.2) (European Commission, 2011) and the Global Emission Inventory 

Activity (GEIS) database (Guenther et al., 1995). Additional details on these hemispheric 

simulations are provided in Xing et al. (2015). The use of hemispheric CMAQ together with 

continental CMAQ enabled specification of consistent boundary conditions for modeling 

simulations over CONUS.

The emissions for the 36 km CONUS simulations incorporated information from the US 

EPA National Emissions Inventory (NEI) for the years 1990, 1995, 1996, 1999, 2001, 2002 

and 2005 as well as information on trends of activity data and emission controls over the 

entire period. A detailed description of the development of the emissions dataset is provided 

in Xing et al. (2013). Biogenic emissions were estimated in-line during the WRF-CMAQ 

simulation using BEIS, taking into account the effects of simulated meteorology on biogenic 

emissions. The wildfire emissions used in this study were based on the approach described 

in Xing et al. (2013). Specifically, the Xing et al. (2013) emission inventory used in this 

study relied on historical year-specific information about acres burned from the National 

Interagency Fire Center (NIFC, 2016) to adjust a climatological fire inventory for a given 

year. A comparison of WRF-CMAQ simulated trends in radiation, aerosol optical depth, and 

particulate matter trends against observations has been presented by Gan et al. (2015). In this 

approach, there was no explicit correlation between the simulated meteorology and the 

wildfire emission inventory, though in reality these emissions are modulated by meteorology 

in a complex way. Therefore, biogenic emissions were grouped with meteorology when 

considering changes in ozone.
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For analysis purposes, the 36 km model domain was divided into eight (8) sub-regions 

(Figure 1) which were fit to separate RFMs. The sub-regions considered include Northeast 

(NE), Middle Atlantic (MA), Midwest (MW), South (S), West (W), Northwest (NW), West 

Coast (WC), and Southwest (SW).

The predicted variables were monthly means of the daily maximum 8-hour ozone 

concentrations at each model cell for the ozone season, defined as 1 May to 30 September 

(153 days or 5 months). Predictors included monthly means of emission and meteorological 

variables. Table 1 lists the emission sources while meteorological variables are shown in 

Table 2.

The emission sources are defined as follows (USEPA, 2016; TCEQ, 2016). Area sources are 

stationary sites and processes that do not meet the reporting requirements for point sources. 

Examples include stationary source fuel combustion, small surface coating operations, 

feedlots, crop burning and forest fires. Non-EGU point sources are stationary and meet a 

given states reporting requirements. EGU refers to Electricity Generating Unit’. Since about 

2000, EGU point sources have been measuring and reporting emissions. Hourly measured 

NOx values were used in the CMAQ simulations. On-road mobile emission sources include 

motor vehicles traveling on public roadways. The emissions are either combustion-related or 

evaporated fuel. Non-road mobile sources do not usually operate on roads. They include 

equipment used in agriculture, lawns, aircraft, commercial marine vessels (CMV) and 

drilling rigs. Examples of biogenic sources include crops, trees and soil.

2.2 RFM Development

The RFMs are a fit of CMAQ ozone to the Principal Components Scores (PCS) of the 

predictor variables (emissions and meteorology rescaled to 0 mean and unit variance) using 

Stochastic Kriging (SK) (Ankenman, 2010). The PCS form an orthogonal basis for the 

predictors (X) with scores (XS):

XS = (X − X) * XW , X = XS * XW′ + X (1)

Scores are the orthogonal representation of X in the principal component space, while 

loadings (XW) are the coefficients (weights applied to X) that accomplish the transformation 

between X and XS.

The initial emissions+meteorology dimension of a given region equals the product of the 

number of emission and meteorological variables (22) and the number of model cells 

(between 298 and 1637, depending on region). Dimension reduction was accomplished 

when a few ‘scores’ (PCS) explaining much of the variability in X was retained (see Eder et 

al, 1993 for other air quality applications of principal component analysis). In this case, the 

set of PCS explaining more than 95% of the predictor variability was retained (ranging 

between 14 to 28 PCS depending on region). Since a separate RFM was developed for each 

region, the resulting RFMs do not account for the effects of emission changes in one region 

on air quality in a different region.
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SK is a geostatistical method for which emissions and/or meteorology have the role of 

location coordinates. Ozone values coincident with a particular set of PCS (derived from 

emissions and meteorology) are interpolated from nearby ozone values (Ankenman et al, 

2010). An interpolation estimate looks like:

Y =   μ + B1Y1   + B2Y2   + B3Y3   + B4Y4   + B5Y5   .   .   . + BnYn   +   εi (2)

The Yi are neighbors of an ozone value at a location of interest (Y) in the sense that they are 

close to Y in terms of the PCS of emissions and meteorology. The Bi’s are constants derived 

from the correlation between different ozone values as a function of their distance apart (as 

noted, distance in terms of the PCS of emissions and/or meteorology). While equation (2) is 

linear, SK ozone response is nonlinear with respect to emissions and meteorology (unlike 

projection onto latent structures, which is a linear model based on PCS (Wold et al, 2001)).

While the PCS are indeed orthogonal, highly collinear variables are separated in an arbitrary 

fashion. For example, monthly mobile source VOC and NOX are highly correlated in every 

sub-domain (average R2 > 0.95). Therefore, for most of the RFM applications that follow, 

the effects of NOX and VOC on ozone are considered jointly. ‘Joint’ treatment in this 

context means that VOC’s and NOX for a given source were set to the same year. They did 

not take on equal values or change from year-to-year by equal amounts. A cross-validation 

analysis of this RFM can be found in Porter (2016).

2.3 RFM application

After SK estimation with the 21-year set of predictor and output variables, the RFM was run 

with either meteorology or emissions fixed. To determine the ozone response to emissions, 

for example, the model was driven with meteorology from a particular year (2010) while 

emissions were allowed to vary. Conversely, the ozone response to meteorology was 

determined from a RFM run with a single year of emissions (also 2010) and meteorology 

varying. While mean ozone values depend on the choice of the year used for meteorology or 

emissions, year-to-year ozone responses are nearly independent of the choice of year.

Because this RFM was developed from a multi-decadal modeling simulations covering a 

wide range of meteorological and emission conditions, it enables us to rapidly assess the 

impacts of various emission control scenarios envisioned for different weather conditions to 

arrive at an emission control strategy that could be a potential candidate for attainment 

demonstration, after which detailed WRF-CMAQ type modeling would be conducted for 

developing emission control strategies needed to attain the standard as part of the SIP.

2.4 Confidence intervals for the metrics of interest

RFM metrics of interest included region-wide mean values of temporal trends, ozone ranges 

over the 21–year modeling time span, and the ozone response to changes in emissions. 

Confidence intervals (95%) for metrics were calculated from bootstrap resamples (Efron and 

Tibshirani, 1993) in each region. For a given metric, 200 bootstrap resamples were taken for 
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all model cells. A 95% confidence interval was defined as the 2.5th and 97.5th percentiles of 

the 200 bootstrap resamples.

3. RESULTS AND DISCUSSION

3.1 CMAQ-simulated ozone

CMAQ monthly mean ozone concentrations for July 1990 and 2010 and their difference 

(1990 minus 2010) are presented in Figure 2. It is evident that changes in ozone during the 

modeling time span were largest in the eastern half of the US. Much of the western US has a 

positive change. Temporal trends (linear regression with time) for the CMAQ sub-domains 

are provided in Table 3 (Row 1), which reveals the percent of each region with significant 

positive and negative trends. For the eastern US (NE, MA, MW, S), the percentage of model 

cells with significant negative trends ranges from 35% to 87%. None of the cells in these 

regions have significant positive trends. For each of the western US sub-domains (W, NW, 

WC, SW), there are 5% or fewer cells with significant negative trends. This pattern of trends 

is consistent with those seen in ozone observations (Porter, 2016).

3.2 Emissions

While VOC emission inventories fell in much of the domain over the time span of the model 

run (Table 3, Rows 2–13), increases occurred with non-road VOC (VNR) in all regions and 

area source NOX (NAR) in MW, S, W, and WC. Biogenic VOC (VBI) and NOX (NBI) 

emissions increased in the W and WC regions.

3.3 Meteorology

The CMAQ meteorological variables typically are trend-free (Table 4). However, there are 

exceptions including temperature (T2) and solar radiation (R2), which have positive trends 

over much of the MW, W, NW and WC regions; these trends might be attributed to climate 

change and reduction in sulfate concentrations due to controls on SO2 emissions. Relative 

humidity and soil moisture have negative trends for much of the W and NW regions.

Taken together, the emission and meteorological variables suggest that decreases in ozone in 

the eastern US are mostly due to decreasing VOC and NOx emissions, while increases in 

ozone in the western US coincide with changes in meteorology (increases in temperature 

and solar radiation, and decreases in relative humidity and soil moisture), global pollution 

burden, and an increase in biogenic emissions. Jaffe and Ray (2007) speculate that summer 

season ozone increases in western states may be due, among other things, to increased 

biomass burning (note the positive trend for area VOC and NOx emissions in much of the 

west) and increasing ozone background levels due to increased emissions from Asia.

3.4 Ozone response to meteorology vs. emissions

The RFM was used to separate ozone responses to meteorology from those due to emissions. 

At a monthly time scale, the separation provides a smooth trending response to emissions 

(2010 meteorology) and a highly variable response to meteorology (Figure 3 for the NE 

region). When emissions are fixed (2010 values, red line), one would conclude that the year 

1994 was conducive to ozone formation (maximum value for the red line), while the year 
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2000 was meteorologically the least ozone conducive year (minimum value for the red line). 

Good and bad ozone years from the meteorological standpoint for all regions are 

summarized in Table 5.

The emission-dependent components for all years are displayed in Figure 4. Meteorology 

was fixed at 2010 values. Four of the eight regions (NE, MA, MW and S) showed substantial 

reductions in ozone beginning about 2000. The timing of these reductions coincides with the 

phasing-in of NOx controls on power plants in the Ozone Transport Region (OTR) in 1999 

and the full implementation of NOx controls on power plants in 22 states in the eastern U.S. 

under the NOx SIP call by 2004. The other four regions show little change over the 21-year 

period. Slope estimates (linear regression against year, ppb/year) and confidence intervals 

for each region are given for three time periods (1990–2010, 1990, 2000, and 2000–2010) in 

Table 6. With respect to CMAQ ozone, there are significant negative slopes for the 1990–

2010 period in the NE, MA, MW, and S regions, none significant for the 1990–2000 period, 

and significant negative slopes for the MA, MW, S and NW regions for the 2000–2010. For 

the 1990–2010 and 2000–2010 periods, all of the emission-dependent slopes are significant 

at the 1% or 5% level. For the 1990–2000 period, there are significant positive slopes for the 

MA, MW and S regions, with slopes in the other regions not significant at the 5% level. 

While some of the original CMAQ ozone slopes are also significant, the confidence intervals 

for the emission-dependent slopes are all much smaller, in some cases by a factor of 20.

Meteorologically- and emission-dependent ozone (using 2010 emissions and meteorology, 

respectively) were fit to the meteorological variables and emissions, respectively, using 

stepwise regression (Table 7). The first two rows of Table 7 are the variances in 

meteorologically and emission dependent ozone explained by meteorology and emissions, 

respectively. The variability in the original ozone time series explained by meteorology, 

emissions or both is displayed in rows three through five, respectively, of Table 7. In regions 

with pronounced downward temporal emission trends (NE, MA, MW, S), emissions explain 

46% to 74% of ozone variability, while in the other four regions, the fraction explained by 

emissions ranges from 1% to 33%. The percent explained by emissions in the W region is 

due to a large increase in area source emissions occurring in 2006 and 2007, that was 

strongly tied to ozone during that time. We suspect wildfires to be the driving force for this 

increase in area source emissions. As mentioned above, the Xing et al. (2013) emission 

inventory used in this study relied on historical year-specific information about acres burned 

from the National Interagency Fire Center to adjust a climatological fire inventory for a 

given year. As shown in Figure 7h of Xing et al. (2013) and the table of acres burned (NIFC, 

2016) 2006 and 2007 were indeed the years with the highest amount of acres burned and, 

consequently, the highest amount of wildfire emissions in the 1990 – 2010 emission 

inventory compiled by Xing et al. (2013).

Much of the variability of emission-dependent ozone is due to the temporal trend in 

emissions. To show the impact of emission trends, linear temporal trends were subtracted 

from CMAQ ozone, as well as emission- and meteorologically-dependent ozone. After 

detrending, ozone variance explained by emissions decreases while that explained by 

meteorology increases in those regions where there is a trend (Rows 7– 9 of Table 7). An 

exception occurs in the W region (again due to the spike in area sources that is not removed 
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by detrending). The other western U.S. regions are left almost unchanged by detrending 

(since they had little or no trend to begin with).

3.5 Temporal evolution of ozone response to emissions

The ozone response to emissions was assessed by plotting regionally-averaged emission-

dependent ozone against scaled emissions (0–1 basis, Figure 5 for the NE region). The 

emission-dependent ozone values are shifted by subtracting the maximum ozone value 

(usually occurring near the beginning of the simulation period) so as to show ozone changes 

as emissions decline with time. The lower right panel, the response to changes in all 

emissions for the NE region, has a plateau on the right (corresponding to the first ten years 

of the simulation), a steep mid-portion, and a gradual reduction in slope in the lower left of 

the plot. The range in monthly mean ozone over the entire plot is about 8 ppb.

The other panels of Figure 5 reveal the ozone response to changes in individual sectors for 

the NE region. The mobile source plots for all regions have the clearest connection to 

emission-dependent ozone, having the most linear relationship of all sectors and all regions 

(not shown). Mobile source emissions trend smoothly downward during the simulation 

period due to steady fleet turnover. Reductions in other emission sources were not steadily 

downward. Decreases in EGU emissions, as noted above, began to appear about 1999.

Ranges in emission-dependent ozone with 95% confidence intervals for all regions and the 

years 2000–2010 are shown in Table 8. For some sources the confidence interval overlaps 0, 

especially in the western US where changes in ozone were small. Mobile source-dependent 

ozone ranged between 2.3 and 3.7 ppb for the eastern US and 0.1 to 1.0 ppb for the western 

US.

The response to EGU’s is smaller than expected (0.4 to 0.8 ppb in the eastern US) perhaps 

because the regional RFM’s do not account for the effects of emission changes in one region 

on air quality in a different region. It is also extremely difficult to accurately simulate ozone 

levels in complex urban environments even with high-resolution models, much less with 

36km resolution as in this application. Emissions from mobile sources dominate in the early 

morning hours and plumes from EGUs are trapped aloft. As the boundary layer starts to 

grow, power plant plumes are entrained into lower levels and interact with locally-generated 

mobile, area, and other emissions to produce ozone and well mixed through the entire 

boundary layer.

The range of anthropogenic-dependent emissions for all model grid cells shows that the area 

for response greater than about 10 ppb is limited to the eastern half of the US (Figure 6, a 

spatial display of the information in Figure 5). For much of the western US, the range is 

close to 0.

3.6 Relationship between summer mean and annual 4th highest daily maximum 8-hr 
ozone concentrations

Finally, we consider the relationship between the regulatory design value (three-year running 

mean of the annual 4th highest daily maximum 8-hr ozone values) and the three-year 

running mean of the seasonal average derived from the monthly mean values used in this 
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study (plotted against each other in Figure 7). There is often a strong relationship between 

seasonal mean ozone and annual 4th highest values because a combination of the synoptic 

forcing and baseline concentration level (say, seasonal mean) dictates extreme ozone levels 

(Rao et al., 1996; Rao et al., 1997; Hogrefe et al, 2000; Rao et al, 2011). Therefore, 

understanding the behavior of the mean is important for trend assessments and for assessing 

the impact of emission controls on peak ozone levels. It is evident in Figure 7 that for several 

of the eight regions, the linear relationship is quite strong (R2 greater than 0.9). For all eight 

regions, the p value for the relationship is less than 0.01.

4. Summary

A RFM was fit to the monthly mean values of daily maximum 8-hr ozone, emissions and 

meteorology of a CMAQ simulation for the CONUS for the years 1990–2010. The RFM 

was estimated from the principal component scores of emissions and meteorology using 

stochastic kriging. During this time ozone and emissions both declined in much of the 

eastern US. In the western US, CMAQ ozone was mostly unchanged even as emissions 

decreased.

Applications of the RFM included separating the effects of emissions and meteorology on 

changes in ozone concentration. Years with ozone-conducive meteorology were identified 

and ozone variability was attributed to emissions or meteorology. Temporal trends in 

emission-dependent ozone were estimated and compared with original (CMAQ) ozone. The 

emission-dependent ozone response of CMAQ to changing emissions was found to have 

changed over time.

Downward trends in emission-dependent monthly mean daily maximum 8-hour ozone 

(CMAQ estimated ozone) began in the eastern US about 2000 and ranged from −0.65±0.06 

to −1.07±0.20 ppb/year, depending on region. This improvement is attributable to the 

implementation of NOx control programs in the OTR and OTAG regions. Trends in the 

western US ranged from −0.05±0.02 to −0.25±0.04 ppb/year. Trends estimated from CMAQ 

ozone were mostly negative but with much larger confidence intervals. Ozone trends in the 

western U.S. were significantly correlated with trends in biogenic VOCs and biogenic NOx, 

temperature and relative humidity.

Meteorology explains between 19% and 55% of ozone variance, and emissions 46% to 74% 

in the eastern US. Much of the ozone variability due to emissions was attributed to the 

downward trend in emissions. In the western US, meteorology was responsible for 39% to 

92% of ozone variation.

Of all the individual sources considered in this study, the mobile sector has the clearest 

(most linear) connection to emission-dependent ozone as typified by Figure 5. However, as 

stated in Section II A, the RFM developed in this study does not account for the effects of 

emission changes in one region on air quality in a different region.

As noted above, because results from the WRF-CMAQ coupled model are used in this study 

together with substantial changes in meteorology and emissions, this metamodel can serve 

as a first order approximation to detailed air pollution modeling. In addition, the usefulness 
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of the results is limited to the range of meteorological and emissions conditions used in the 

model simulations.
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Figure 1. 
Model domain divided into eight regions: Northeast (NE), Mid-Atlantic (MA), Midwest 

(MW), South (S), West (W), Southwest (SW), Northwest (NW), and West Coast (WC). The 

MA region overlaps parts of the S.
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Figure 2. 
Ozone: July 1990 (upper left), July 2010 (upper right), and their difference (lower left).
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Figure 3. 
CMAQ ozone (original, blue), emission-dependent ozone (green), and meteorologically-

dependent ozone (red).
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Figure 4. 
Emission-dependent ozone: regional means for July.
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Figure 5. 
NE region: Emission-dependent ozone (ppb) vs. combined NOx and VOC emissions (scaled 

from 0 to 1). Emission-dependent ozone the value obtained by subtracting the maximum 

ozone value. Symbols indicate year (‘10’ = 2010, ‘93’ = 1993)
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Figure 6. 
Ozone response (ppb) to scaled anthropogenic emissions (0 – 1 scale), 2000–2010. This is a 

spatial version of Figure 5 for the period 2000–2010, showing the range of ozone values at 

each model cell.
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Figure 7. 
Three year running mean of the annual 4th highest ozone values plotted against three-year 

running seasonal mean. The solid green line is the linear relationship between the two. The 

numbers above each panel are the linear relationship parameters (intercept, slope, R2, and 

slope p values).
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Table 1.

Emissions. VOC acronyms preceded by ‘V’, and NOx emissions preceded by ‘N’.

emission source (VOC and NOX) acronyms  spatial scale

area VAR, NAR   36 km

non-EGU point VNE, NNE

EGU point VEG, NEG  time scale

on-road mobile VMO, NMO monthly mean

non-road mobile VNR, NNR

biogenic VBI, NBI
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Table 2.

Meteorology

acronyms  spatial scale

planetary boundary layer PB

pressure P  36 km

temperature, 2m T2

solar radiation, 2m R2  time scale

water vapor mixing ratio, 2m Q2 monthly mean

relative humidity RH

precipitation PR

soil moisture SM

u wind U

v wind V

Atmos Pollut Res. Author manuscript; available in PMC 2018 September 19.



E
PA

 A
uthor M

anuscript
E

PA
 A

uthor M
anuscript

E
PA

 A
uthor M

anuscript

Porter et al. Page 21

Ta
b

le
 3

.

Te
m

po
ra

l t
re

nd
s 

in
 o

zo
ne

 a
nd

 e
m

is
si

on
s 

(1
99

0 
– 

20
10

):
 p

er
ce

nt
 o

f 
m

od
el

 g
ri

d 
ce

lls
 in

 a
 g

iv
en

 r
eg

io
n 

w
ith

 tr
en

ds
 s

ig
ni

fi
ca

nt
 a

t t
he

 9
5%

 le
ve

l (
se

e 
Ta

bl
e 

1 

fo
r 

de
fi

ni
tio

ns
 o

f 
th

e 
em

is
si

on
 a

cr
on

ym
s)

.

re
gi

on
:

N
E

M
A

M
W

S
W

N
W

W
C

SW

em
is

si
on

+
−

+
−

+
−

+
−

+
−

+
−

+
−

+
−

O
3

0
56

0
87

0
35

0
35

4
0

11
3

5
0

2
2

V
N

R
30

3
71

0
29

19
46

3
22

4
40

0
23

2
53

2

V
N

E
5

83
2

86
6

84
7

79
24

55
19

50
10

73
20

69

V
E

G
18

40
40

2
26

14
46

9
27

25
67

22
39

7
47

13

V
A

R
0

97
0

96
3

95
0

83
2

24
0

38
15

27
10

33

V
M

O
0

10
0

0
10

0
0

10
0

0
10

0
0

10
0

0
10

0
0

10
0

0
98

V
B

I
1

0
0

0
17

0
1

0
76

0
0

3
47

0
19

0

N
N

R
0

84
0

89
1

91
0

91
2

88
0

91
2

86
2

88

N
N

E
8

67
9

60
13

52
12

65
36

34
15

40
5

53
25

58

N
E

G
7

73
12

47
14

49
16

40
19

35
25

25
0

67
15

44

N
A

R
26

50
33

42
48

26
45

24
39

1
20

11
39

15
57

1

N
M

O
0

10
0

0
99

0
10

0
96

0
10

0
0

10
0

0
99

3
97

N
B

I
2

0
0

11
5

2
4

3
45

1
0

3
38

0
19

0

+
 u

pt
re

nd
, −

 d
ow

nt
re

nd

B
lu

e:
 d

ow
nt

re
nd

s 
>

 2
4%

; r
ed

: u
pt

re
nd

s 
>

 2
4%

Atmos Pollut Res. Author manuscript; available in PMC 2018 September 19.



E
PA

 A
uthor M

anuscript
E

PA
 A

uthor M
anuscript

E
PA

 A
uthor M

anuscript

Porter et al. Page 22

Ta
b

le
 4

.

Te
m

po
ra

l t
re

nd
s 

in
 m

et
eo

ro
lo

gi
ca

l v
ar

ia
bl

es
 (

19
90

 –
 2

01
0)

: p
er

ce
nt

 o
f 

m
od

el
 g

ri
d 

ce
lls

 w
ith

 tr
en

ds
 s

ig
ni

fi
ca

nt
 a

t t
he

 9
5%

 le
ve

l (
se

e 
Ta

bl
e 

2 
fo

r 
de

fi
ni

tio
ns

 

of
 th

e 
m

et
eo

ro
lo

gi
ca

l a
cr

on
ym

s)
.

re
gi

on
:

N
E

M
A

M
W

S
W

N
W

W
C

SW

+
−

+
−

+
−

+
−

+
−

+
−

+
−

+
−

PB
1

14
5

1
2

10
0

6
1

3
0

11
0

25
0

7

P
0

0
0

0
0

0
0

2
1

0
0

0
0

51
0

15

T
2

2
0

0
0

26
0

2
0

83
0

9
6

53
0

20
0

R
2

15
0

1
0

31
0

0
1

39
0

63
0

9
0

0
5

Q
2

22
0

0
0

3
0

4
3

1
0

0
0

0
0

7
0

PR
27

0
0

9
0

9
2

1
0

13
3

8
0

1
3

0

R
H

10
0

0
10

1
10

0
3

0
25

0
28

0
1

5
5

SM
4

1
0

21
0

21
1

11
0

36
0

42
4

2
3

4

U
2

0
0

0
0

0
0

0
11

0
2

0
3

0
2

17

V
4

1
4

0
18

0
0

17
1

11
0

0
0

15
0

55

+
 u

pt
re

nd
, −

 d
ow

nt
re

nd

B
lu

e:
 d

ow
nt

re
nd

s 
>

 2
4%

; r
ed

: u
pt

re
nd

s 
>

 2
4%

Atmos Pollut Res. Author manuscript; available in PMC 2018 September 19.



E
PA

 A
uthor M

anuscript
E

PA
 A

uthor M
anuscript

E
PA

 A
uthor M

anuscript

Porter et al. Page 23

Table 5.

Meteorologically-dependent ozone by region (2010 emissions)

region: NE MA MW S W NW WC SW

ozone

least conducive year 1994 1994 2002 1992 1993 1993 1993 2008

most conducive year 2000 1993 2009 2000 1998 1996 2003 2009
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Table 6.

Temporal trends (ppb/year) in CMAQ ozone and emission-dependent ozone with a (95% confidence interval 

for the slope for different periods. Blue: significant negative slopes; red: significant positive slopes.

period: 1990-2010 1990-2000 2000-2010

ozone: CMAQ emission-dep CMAQ emission-dep CMAQ emission-dep

Region

NE −0.39 (0.20) −0.24 (0.02) −0.25 (0.66) −0.059(0.060) −0.23 (0.63) −0.65 (0.06)

MA −0.62 (0.24) −0.29 (0.03)  0.10 (0.64)  0.090 (0.06) −0.83 (0.59) −1.07 (0.20)

MW −0.29 (0.26) −0.18 (0.02) −0.25 (0.66)  0.080(0.079) −1.00 (0.71) −0.69 (0.08)

S −0.33 (0.28) −0.19 (0.02)  0.62 (0.73)  0.15 (0.09) −1.17 (0.76) −0.75 (0.14)

W  0.11 (0.16) −0.03 (0.01)  0.27 (0.42)  0.03 (0.05) −0.40 (0.52) −0.151(0.150)

NW −0.01 (0.11) −0.023 (0.004) −0.09 (0.42)  0.001 (0.03)  0.00 (0.41) −0.12 (0.02)

WC  0.005 (0.114) −0.007 (0.001) −0.05(0.32) −0.025(0.029) −0.01 (0.40) −0.05 (0.02)

SW −0.05 (0.19) −0.07 (0.01)  0.40 (0.51)  0.024 (0.31) −0.18 (0.10) −0.25 (0.04)
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Table 7.

Ozone variance attributed to meteorology and emissions

region: NE MA MW S W NW WC SW

met-dep. ozone by CMAQ meteorology (%) 98 96 95 85 77 91 91 96

emis-dep. ozone by emissions (%) 99 99 99 98 86 82 89 96

% total variability due to meteorology 36 19 55 54 39 86 90 92

% total variability due to emissions 51 74 46 52 33 9 1 19

% total due to meteorology and emissions 99 98 97 97 66 97 96 98

after detrending

% total variability due to meteorology 88 51 85 82 34 95 94 97

% total variability due to emissions 8 34 43 43 59 11 2 39

% total due to meteorology and emissions 98 96 96 96 78 97 96 98

p = pressure, pb=boundary layer height, t = temperature, r = solar radiation, rh = relative humidity, u = u wind component, v = v wind component, 
ws = wind speed
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Table 8.

Range of ozone response to emissions (ppb) source, 2000-2010, with 95% confidence intervals.

Region: NE MA MW SE W NW WC SW

 emission

 ALL 6.4 ± 1.5 10.9 ± 1.1 6.8 ± 0.6 8.5 ± 0.5 2.5 ± 0.3 1.4 ± 0.8 1.4 ± 0.9 2.1 ± 0.6

 NON-ROAD 0.7 ± 0.9 2.5 ± 0.9 1.3 ± 0.4 1.7 ± 0.4 0.5 ± 0.3 0.7 ± 0.7 0.1 ± 0.8 1.1 ± 0.4

 NON-EGU POINT 0.9 ± 0.9 2.0 ± 0.9 1.1 ± 0.4 1.6 ± 0.4 0.3 ± 0.2 0.02 ± 0.5 0.2 ± 0.9 0.5 ± 0.4

 EGU 0.4 ± 0.9 0.8 ± 0.7 0.5 ± 0.4 0.8 ± 0.3 0.04 ± 0.2 0.02 ± 0.5 0.3 ± 0.8 0.1 ± 0.3

 AREA 1.8 ± 1.1 1.7 ± 0.8 0.9 ± 0.4 2.3 ± 0.4 2.1 ± 0.4 0.7 ± 0.6 0.4 ± 0.9 0.5 ± 0.4

 MOBILE 2.9 ± 1.2 3.7 ± 0.9 2.3 ± 0.4 2.7 ± 0.4 0.6 ± 0.3 0.7 ± 0.6 0.1 ± 0.9 1.0 ± 0.4

Red indicates a confidence inter overlapping 0.
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