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Abstract

Silent speech recognition (SSR) converts non-audio information such as articulatory movements 

into text. SSR has the potential to enable persons with laryngectomy to communicate through 

natural spoken expression. Current SSR systems have largely relied on speaker-dependent 

recognition models. The high degree of variability in articulatory patterns across different speakers 

has been a barrier for developing effective speaker-independent SSR approaches. Speaker-

independent SSR approaches, however, are critical for reducing the amount of training data 

required from each speaker. In this paper, we investigate speaker-independent SSR from the 

movements of flesh points on tongue and lip with articulatory normalization methods that reduce 

the inter-speaker variation. To minimize the across-speaker physiological differences of the 

articulators, we propose Procrustes matching-based articulatory normalization by removing 

locational, rotational, and scaling differences. To further normalize the articulatory data, we apply 

feature-space maximum likelihood linear regression and i-vector. In this paper, we adopt a 

bidirectional long short term memory recurrent neural network (BLSTM) as an articulatory model 

to effectively model the articulatory movements with long-range articulatory history. A silent 

speech data set with flesh points was collected using an electromagnetic articulograph (EMA) 

from twelve healthy and two laryngectomized English speakers. Experimental results showed the 

effectiveness of our speaker-independent SSR approaches on healthy as well as laryngectomy 

speakers. In addition, BLSTM outperformed standard deep neural network. The best performance 

was obtained by BLSTM with all the three normalization approaches combined.
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I. INTRODUCTION

Laryngectomy is a surgical removal of the larynx for the treatment of laryngeal or other oral 

cavity cancers [1]; therefore, persons after laryngectomy lose their ability to produce speech 

sounds and suffer in their daily communication [2], [3]. Although there are several options 

to assist the speech communication for those patients such as esophageal speech, trachea-

esophageal speech, and electrolaryngeal speech, these approaches generally produce an 

abnormal sounding voice with a pitch that is aberrantly low and limited in range [4]. Thus, it 

is necessary to develop an alternative technology with natural output voice for persons with 

laryngectomy.

Silent speech interfaces (SSIs) [6], [7], which represent a novel technological paradigm, 

have the potential to provide an alternative way to assist those patients to produce speech 

with natural sounding voices from the movements of their articulators such as the tongue 

and lips. SSIs typically include 1) an articulatory movement recorder, 2) a silent speech 

recognizer [7], and 3) a text-to-speech synthesizer [8], [9]. A variety of techniques have been 

used to record articulatory movements including ultrasound [10], [11], surface 

electromyography [12], [13], and electromagnetic articulograph (EMA) [14], [15] (portable 

EMA in [47]). Each technique has its own advantages in acquiring the movements of 

articulators [6]. In particular, EMA is a direct and attractive approach to record the flesh 

point articulatory movements since it captures the 3D motion of several sensors adhered to 

the tongue and lips [6]. We used EMA sensors in this work to track the precise Cartesian 

coordinates of articulators. Text-to-speech synthesis (TTS) then plays synthesized sounds 

based on the recognized text, which is well studied and is ready for this application (e.g., 

[15]). Researchers on TTS are currently exploring how to restore the laryngectomee’s own 

voice [5, 55] with limited training data. Thus, the core problem in current SSI research is 

developing effective algorithms of silent speech recognition (SSR) that map articulatory 

movements to text.

One of the greatest challenges in SSR is speaker independence, primarily because only 

limited articulatory data samples from few speakers are often available due to the logistic 

difficulty and expense to collect articulatory data [17]. Moreover, the articulatory data are 

directly affected by the speaker’s anatomy, such as the shape and size of articulators [6], 

[16], and the speaker’s articulatory patterns [16]. This results in high variability of 

articulatory movements between speakers. Therefore, most SSR studies have focused on 

developing speaker-dependent recognition models [7], [10], [31], where training data and 

testing data are recorded from the same speaker. The high degree of variability in 

articulatory patterns across different speakers has been a barrier for developing effective 

speaker-independent SSR approaches. Speaker-independent approaches, however, are 

critical for reducing the amount of training data required from each speaker.

Kim et al. Page 2

IEEE/ACM Trans Audio Speech Lang Process. Author manuscript; available in PMC 2018 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Two types of articulatory normalization approaches have been investigated for speaker-

independent SSR: physiological or data-driven. In a physiological approach, articulatory 

data are normalized based on the physiological characteristics of articulators. Researchers 

have tried to normalize the articulatory movements by aligning the tongue position when 

producing vowels [18], [19], [20], consonants [21], [22], and pseudo-words [23] to a 

reference (e.g., palate [18], [19] or a general tongue shape [21]). Procrustes matching, a 

robust shape analysis technique [24], has been used to reduce the translational, rotational, 

and scaling effects of articulatory data across speakers [25], [37].

For a data-driven approach, which depends on the data variation, speaker normalization 

techniques have been widely studied for speaker-independent acoustic speech recognition in 

a transformation or footprint approach. In a transformation approach, the input features are 

transformed onto general feature space using a transformation matrix estimated from the 

data, e.g., feature-space maximum likelihood linear regression (fMLLR) [26]. In a footprint 

approach, speaker-specific information estimated from speech data is used as an additional 

input to the speech recognition system so as to adjust the model parameters to exploit the 

speaker information. Recently, i-vectors, which are low-dimensional vectors characterizing 

speakers, have been successfully used as additional speaker information for speaker-

independent acoustic speech recognition [27], [28]. Despite the advances in data-driven 

speaker normalization techniques in acoustic speech recognition, it has rarely been studied 

in silent speech recognition.

Deep learning-based acoustic models such as deep neural networks (DNNs) have been 

widely applied in acoustic speech recognition [29], [30], showing significant improvements 

over the long-standing Gaussian mixture model (GMM)-based acoustic model. The promise 

of deep acoustic models to improve the speech recognition accuracy motivates the 

application of deep articulatory models in silent speech recognition. Deep articulatory 

models, however, have rarely been studied in silent speech recognition (i.e., without acoustic 

information). Hahm and Wang [31] applied DNN-based articulatory models to speaker-

dependent silent speech recognition with EMA data. They reported that DNN-based 

articulatory models outperform conventional GMM-based articulatory models. However, it 

has limitations to model long-range temporal dependencies of articulatory movements.

This paper addresses the problem of speaker-independent automatic recognition of silent 

speech using only articulatory movement data collected from EMA sensors, focusing on 

articulatory normalization and recognition models. In our preliminary work [25], [37], 

articulatory normalization approaches based on Procrustes matching and fMLLR showed 

promising results with a small data set with GMM and standard DNN. This paper extends 

our prior work and the detailed contributions of the paper include the following:

• Articulatory normalization based on physiological and data-driven approaches. 

To this end, we apply three different normalization techniques to articulatory 

movement data: Procrustes matching, fMLLR, and i-vectors. First, Procrustes 

matching is used to normalize the articulatory difference resulting from speaker’s 

anatomy. Then, fMLLR is further applied to normalize the articulatory 

movement patterns during articulation. Finally, i-vectors are extracted from 
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fMLLR-normalized articulatory features to capture remaining speaker 

information and used as additional input to silent speech recognition. The three 

different normalization methods have their own purposes, and therefore, it is 

expected that the methods can successfully complement each other.

• Silent speech recognition based on Bidirectional LSTM-based deep articulatory 

models. Long short term memory (LSTM) recurrent neural networks [32] can 

capture long-range temporal dependencies by overcoming the vanishing gradient 

problem in conventional recurrent neural networks (RNN). It has shown 

excellent performance in many machine learning applications [33], [34]. 

Bidirectional LSTM (BLSTM) has been recently introduced to model temporal 

dependencies in forward and backward direction using two hidden layers that are 

connected to the same output layer [35], [36]. This model is able to effectively 

represent articulatory history in bidirectional context, because articulatory 

movements show strong temporal dependency. Therefore, it is expected that 

BLSTM is appropriate for silent speech recognition by jointly modeling 

articulatory movements in bidirectional context. To our knowledge, this paper is 

the first to apply BLSTM for silent speech recognition.

• The articulatory normalization techniques and the deep articulatory models are 

evaluated on silent speech recorded from healthy speakers as well as 

laryngectomy patients to verify the effectiveness of the methods.

The remainder of the paper is organized as follows: The data collection including 

participants, device, and data preprocessing is described in Section II. In Section III, we 

present the proposed method including articulatory normalization and BLSTM-based 

articulatory model in detail. Section IV shows experimental results and analyses 

demonstrating the effectiveness of the proposed method. Finally, our conclusions are 

summarized in Section V.

II. Data Collection

A. Participants & Speech Tasks

Twelve American English speakers (8 females and 4 males) participated in the data 

collection. The mean age of the participants was 25.1 ± 3.5 years. The range of the age was 

from 21 to 31. No history of speech, language, or cognitive problem from any participant 

was reported. Each subject participated in one session in which he or she repeated a list of 

phrases multiple times at their habitual speaking rate. Five of them repeated a list of 60 

phrases a few times. Eight of them repeated a sequence of 132 phrases twice. The 60-phrase 

list is part of the 132-phrase list. The phrases (e.g., how are you doing?) were selected from 

[15] and [37].

In addition, we collected the silent speech data from two male laryngectomy patients (mean 

age 54). They are also American English speakers with no history of language or cognitive 

problems. They had their surgery four or five years ago. They both use trachea-esophageal 

(TE) speech as their current speech option. Each subject participated in one session in which 

he produced a sequence of 132 phrases at his habitual speaking rate.
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B. Tongue and Lip Motion Tracking Device: Wave

The Wave system (Northern Digital Inc., Waterloo, Canada), a commercially available 

electromagnetic tongue and lip motion tracking device, was used to collect the movement 

data of the head, tongue, and lips for all participants as in Fig. 1(a). Wave records flesh point 

articulatory movements by establishing a calibrated electromagnetic field that induces 

electric current into tiny sensor coils that are attached to the surface of the tongue and lips. A 

similar data collection procedure has been used in [17], [38]. The spatial precision of motion 

tracking using Wave is about 0.5 mm [39]. The sampling rate of recording was 100Hz.

C. Procedure

Participants were seated with their heads within a calibrated magnetic field (right next to the 

textbook-sized magnetic field generator) as in Fig. 1(a). Five sensors were attached to the 

surface of each articulator using dental glue (PeriAcryl 90, GluStitch) or tape, including one 

on the head, two on the tongue and two on the lips. A three minutes training session helped 

the participants to adapt to the wired sensors before the formal data collection.

Fig. 1(b) illustrates the positions of the five sensors attached to a participant’s head, tongue, 

and lips. HC (Head Center) was on the bridge of a set of glasses. We used glasses, rather 

than taping the sensor to the skin directly, to avoid skin artifact during speaking. The 

movement data of HC were used to calculate the head-independent data of other sensors. TT 

(Tongue Tip) and TB (Tongue Body Back) were attached at the mid-line of the tongue [17]. 

TT was 5–10 mm from the tongue apex. TB was as far back as possible and about 30–40 

mm from TT [17]. Lip sensors were attached to the vermilion borders of the upper (UL) and 

lower (LL) lips at mid-line. The flesh point articulatory data collected from TT, TB, UL, and 

LL were used for analysis. Our prior work has shown the four-sensor set is an optimal set for 

this application, balancing the number of sensors and recognition performance [40], [48], 

[49]. Therefore, we used the four sensors in this work.

D. Data Processing

Raw sensor position data were processed prior to analysis (i.e., before Procrustes matching, 

fMLLR, or i-vector normalization). First, the head translation and rotation were subtracted 

from the tongue and lip data to obtain head-independent tongue and lip movement data. The 

orientation of the derived 3D Cartesian coordinates system is displayed in Fig. 1(b), in 

which x is left-right, y is vertical, and z is front-back. Second, a low pass filter with cutoff 

frequency of 20 Hz was applied for removing noise [17], [39].

In total, 2,858 utterances (44,004 phonemes/11,865 words) and 264 utterances (4,512 

phonemes/1,181 words) for a set of unique 132 phrases were collected from the twelve 

healthy participants and two laryngectomy patients, respectively, and were used for analysis. 

Here, the number of unique phonemes is 39 and the number of unique words is 278. It is not 

expected that articulators have significant lateral movement (x in Fig. 1(b)) [17], thus only y 
and z coordinates of the tongue and lip movement data were used for analysis.
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III. Proposed Method

In this section, we explain the proposed silent speech recognition approach, including 

articulatory normalization based on Procrustes matching, fMLLR, and i-vector methods, as 

well as BLSTM-based deep articulatory model. The schematic diagram of the method is 

depicted in Fig. 2.

A. Procrustes Matching: A Physiological Approach

Procrustes matching or Procrustes analysis [24] is a robust statistical bidimensional shape 

analysis technique, which has been widely used in other fields such as human motion 

recognition [41], [42]. In Procrustes matching, a shape is represented by a set of ordered 

landmarks on the surface of an object. Procrustes matching aligns two objects by removing 

the locational, rotational, and scaling effects [17], [23].

In this work, we used Procrustes matching for normalizing the articulatory shapes due to the 

inter-talker physiological difference (tongue and lip orientation). The time-series multi-

sensor and multi-dimensional articulatory data form articulatory shapes as in Fig. 3. This 

shape contains trajectories of the motion paths of four sensors attached on tongue and lips, 

i.e., TT, TB, UL, and LL. A step-by-step procedure of Procrustes matching between two 

shapes includes 1) aligning the centroids of the two shapes, 2) scaling the shapes to a unit 

size, and 3) rotating one shape to match the other [17].

Let S be a set of discrete landmarks from sensors on tongue and lips as shown below:

S = ot = yt, zt , t = 1, …, T (1)

where (yt, zt) represents the tth data point (spatial coordinates) of a sensor, and T is the total 

number of data points in time, where y is vertical and z is front-back. The transformation in 

Procrustes matching is described using parameters {(cy, cz), (βy, βz), θ}:

yt

zt
= cos θ −sin θ

sin θ cos θ
βy

βz
o

yt − cy

zt − cz
(2)

where (cy, cz) are the translation factors (centroids of the two shapes); Scaling factor β is the 

inverse of the square root of the sum of the squares of all data points along the dimension; θ 
is the angle to rotate [24]; “o” is the element-wise multiplication. The parameters are 

estimated or determined in the procedure described below.

Each subject’s articulatory shape is transformed into a “normalized shape”, which has a 

centroid at the origin (0,0) and aligned to the vertical line formed by the average positions of 

the upper and lower lips. Specifically, the normalization is performed as follows: First, all 

the articulatory data, e.g., a shape in Fig. 3, of an utterance of each speaker are translated to 

the origin by the centroid, i.e., average position of all the data points in the shape. This step 

can remove the locational differences between speakers. Second, all the articulatory shapes 
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are scaled to unit size. This step can reduce the scaling effects due to the difference resulting 

from the size of speaker’s anatomy. Third, all the shapes of speakers are rotated to make sure 

the sagittal plane is oriented such that the centroid of lower and upper lip movements 

defined the vertical axis. This step can reduce the variation of rotational effects due to the 

difference in facial anatomy between speakers.

Thus in eq. (2), (cy, cz) are the centroid of shape S; Scaling factor (βy, βz) is set to the 

inverse of the square root of the sum of the squares of all data points along the dimension of 

shape S; θ is the angle of the S to the reference shape in which upper and lower lips form a 

vertical line. Fig. 3 shows an example of Procrustes matching of articulatory data from two 

healthy speakers when producing “How are you doing?”. As can be seen, the original 

articulatory data in Fig. 3(a) are on different positions. After Procrustes matching as in Fig. 

3(d), we can see that the articulatory shapes from two speakers are normalized by reducing 

locational, scaling, and rotational differences. The effect of each component of Procrustes 

matching will be discussed in detail in Section IV-A.

B. fMLLR: A Data-Driven Transform Approach

Feature-space maximum likelihood linear regression (fMLLR) is one of the representative 

data-driven approaches for feature space normalization in acoustic speech recognition [27]. 

In this method, a transformation matrix A is estimated1 from input features and used for 

transforming the features onto general feature space as follows:

ot = Aot (3)

where ot is the input feature vector at frame t and is transformed to ôt using the transform 

matrix A. This transformed vector ôt is used for training and also for decoding.

In this work, the transformation matrix was estimated using articulatory movement data 

from an utterance of each speaker and applied to the articulatory data. An expectation-

maximization (EM) algorithm [26] is normally used to estimate the transformation matrix. 

However, when the length of an utterance is short (e.g., less than 5 seconds), this does not 

always lead to improvements in speech recognition performance [43]. Alternatively, a basis 

representation of the transformation matrix can be used to robustly estimate the matrix when 

short duration utterance is available as follows:

A = ∑
n = 1

N
dnAn (4)

where N is the basis size, An is the basis matrices, and dn is speaker-specific coefficients. 

The optimal basis matrices and the optimal basis size can be found during training phase. 

Also, the speaker-specific coefficients are found for each utterance. Thus, we used basis 

1The bias term is omitted for concise description in this paper.
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representation-based fMLLR in this work and estimated the matrix in each utterance. A 

more detailed explanation of the basis representation of fMLLR can be found in [43].

C. i-vector: A Data-Driven Speaker Footprint Approach

The i-vector is a low-dimensional vector that effectively characterizes a speaker [44]. In 

recent years, i-vector approaches have become the state-of-the-art in the speaker verification 

field [44]. Also, i-vector approaches have been widely used in acoustic speech recognition to 

normalize the speaker effect. In this method, the i-vector is used as an additional input 

together with acoustic features to deep neural network-based acoustic model so as to adjust 

the model parameters to exploit the speaker information [27], [28]. In other words, the 

weights of neural networks are trained to represent the relationship between phonetic 

information (output) and both acoustic features and i-vectors (input). Therefore, the neural 

network can be robust to speaker variation.

Given GMM, which is adapted from GMM-based universal background model (UBM) 

trained on a large number of utterances and speakers, the corresponding mean super-vector 

M can be approximated by

M = m + Tw (5)

where m is the mean super-vector taken from the GMM-UBM; T is a low-rank rectangular 

matrix spanning the subspace covering the total variability; w is a low-dimensional vector 

with a normally distributed prior N(0, I). After iteratively estimating matrix T over training 

data, the lower dimensional vector w can be used as abstracted speaker information instead 

of large GMM and w is referred to as the i-vector. In this work, we extracted an i-vector 

from articulatory data of each utterance and the i-vector is combined with articulatory data 

as input to the silent speech recognition system.

D. Combination of Normalization Approaches

The articulatory normalization methods explained in previous sections show distinctive 

characteristics, and therefore, they may effectively complement each other. Actually, a 

combination of fMLLR and i-vector methods shows better performance than using each 

normalization method in acoustic speech recognition [28]. In silent speech recognition, 

however, the physiological variability of articulators between speakers is huge. Thus if the 

data-driven normalization methods (i.e., fMLLR) are directly applied to articulatory data, it 

may provide unsatisfactory performance.

To overcome this limitation, we first applied Procrustes matching to normalize the 

articulatory difference caused by speaker’s anatomy. Then, the resulting articulatory data 

were transformed using an fMLLR transformation matrix to normalize the articulatory 

movement patterns during articulation in a data-driven way. Next, the i-vectors were 

extracted from fMLLR transformed articulatory data. fMLLR tries to remove the speaker 

variation, but practically still speaker-specific articulatory information remains due to the 

huge variation of articulatory movements across speakers. Therefore, it is expected that 

combining three different normalization approaches may be effective in achieving a better 
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speaker-independent SSR system. Finally, the fMLLR-normalized articulatory data and i-

vector were concatenated and fed into the BLSTM-based deep articulatory model described 

in the next section.

E. BLSTM-based Deep Articulatory Model

A long short term memory (LSTM) recurrent neural network is a type of a recurrent neural 

network, which has memory blocks containing a set of recurrently connected subnets [32]. 

In other words, an LSTM network is formed like a simple recurrent neural network (RNN) 

by replacing the nonlinear units in the hidden layers by memory blocks. It has been proven 

that LSTM can successfully address the problem of the vanishing gradients for RNN by 

using the memory blocks. Each memory block includes one or more self-connected memory 

cells and multiplicative units including input, output, and forget gates. These multiplicative 

gates provide continuous analogues of write, read, and reset operations for the cells, and 

therefore, it allows LSTM memory cells to store and access information over long periods of 

time.

A conventional LSTM network can make use of previous context with forward direction, 

which limits the prediction performance. Bidirectional LSTM (BLSTM) considers both the 

previous context with forward direction and the following context with backward direction 

by processing the data in both directions with two separate hidden layers, which are then fed 

forwards to the same output layer as in Fig. 4. Therefore, BLSTM can effectively access 

long-range context in both input directions. In this work, the fMLLR-normalized articulatory 

data and i-vectors were used as input units and context-dependent tied triphone states (i.e., 

senones) were used as output units as in Fig. 4. For hidden layers, we used two forward 

direction layers and two backward direction layers to capture the complex structure of 

articulatory movements. Therefore, it is expected that BLSTM is appropriate for silent 

speech recognition by jointly modeling articulatory movements in bidirectional temporal 

context.

F. Experimental Setup

The experimental setup is summarized in Table I. We used 24 dimensional EMA data 

consisting of 8 static data and their first and second order derivatives with shift size of 10 

milliseconds as input features to silent speech recognition systems as baseline. For the 

experiments using baseline EMA alone, we used mean normalization along each dimension 

as a default setting. For articulatory normalization, Procrustes matching was first applied to 

the EMA data and then mean normalization along each dimension was used. Next, fMLLR 

transformation was performed to the Procrustes matched data on an utterance basis. A 20 

dimensional i-vector2 was extracted from each utterance using fMLLR-transformed EMA 

data to avoid overfitting [27]. For i-vector extraction, we used GMM-UBM with 2048 

Gaussians and the total variability matrix is iteratively estimated using the Expectation 

Maximization algorithm on the training dataset using the Kaldi toolkit [46]. Finally, the i-

vector was concatenated with fMLLR-transformed features as input.

2We have performed experiments on a variety number of dimensions of i-vectors and obtained the best performance on 20 
dimensional i-vectors.
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We compared following SSR systems3 to evaluate the proposed method: GMM-HMM, 
DNN-HMM, LSTM-HMM, and BLSTM-HMM. We used hidden Markov model (HMM)-

based silent speech recognition systems where each state can be modeled by GMM or neural 

network. It consists of 773 tied-state (senone) left-to-right triphone HMMs, where each 

HMM has 3 states. The senones were obtained using decision tree-based state tying methods 

[46]. GMM was trained using maximum likelihood estimation. DNN was trained using 24 

dimensional EMA data with a context window of 9 frames as well as 20 dimensional i-

vectors. The DNN has 3 hidden layers with 512 hidden units at each layer and the 773 

dimensional softmax output layer, corresponding to the senones of the GMM-HMM system. 

The parameters were initialized using layer-by-layer generative pre-training based on 

restricted Boltzmann machines (RBM)4 and the network was discriminatively trained using 

backpropagation [45]. LSTM was trained using 24 dimensional EMA data plus 20 

dimensional i-vectors. The LSTM has 2 hidden layers with 640 LSTM cells at each layer 

and the 773 dimensional softmax output layer. The parameters were trained using 

backpropagation through time (BPTT). For BLSTM, we used 2 forward hidden layers with 

320 LSTM cells and 2 backward hidden layers with 320 LSTM cells. Bigram phoneme 

language model was used for the phoneme sequence recognition system. For the word 

sequence recognition system, we used unigram and bigram word language model. The 

language model is trained using the text from training data. The training and decoding were 

performed using the Kaldi speech recognition toolkit [46].

Phoneme error rates (PERs) and word error rates (WERs) were used as the measure of silent 

speech recognition performance. Leave-two-subjects-out (6 fold) cross validation was used 

in the experiment for healthy speakers. In other words, the samples from ten subjects were 

used for training GMM-UBM and neural network while the samples from two subjects were 

used for testing for each cross validation. The average performance of cross validations was 

reported as the overall performance. For the test of laryngectomy patients in Section IV-D, 

all samples from two laryngectomy patients were used for testing and the samples from the 

twelve healthy speakers were used for training.

IV. Results and Discussion

A. Effectiveness of Procrustes Matching

We first investigated the effectiveness of Procrustes matching on speaker-independent (SI) 

GMM for healthy speakers in Table II. Here, we applied Procrustes matching-based 

articulatory normalization only to check the effectiveness of Procrustes matching itself in 

speaker-independent silent speech recognition. Note that “baseline” is the original EMA data 

before normalization. As shown in Table II, rotation was more effective than translation and 

scaling for the comparison of each component. When we applied translation and rotation 

together, we were able to obtain the best performance for triphone systems. Interestingly, 

scaling was not appropriate for the silent speech recognition. It is found that scaling may 

3We tried to find the best configuration on each SSR system and set the configuration in Table I.
4We have conducted experiments with/without RBM pretraining on SI-DNN using our database. DNN without pretraining produced 
PERs of 54.1% and 52.6% for Procrustes matching and Procrustes matching+fMLLR, respectively. DNN with pretraining gave 52.3% 
and 51.7%, respectively, which show better results. Thus, we used RBM pretraining in this work.
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reduce the discriminability between phonemes. It is also observed that the triphone system is 

better than the monophone system as in acoustic speech recognition. Therefore, we used 

translation and rotation as default Procrustes matching in the remainder of the experiments. 

Also, we performed experiments on triphone context systems in the following experiments.

B. Effectiveness of the Proposed Method

Fig. 5 shows the performances of articulatory normalization methods on speaker-

independent (SI) GMM, DNN, LSTM, and BLSTM based silent speech recognition systems 

for healthy speakers. Speaker-dependent (SD) GMMs are also presented to compare with 

speaker-independent systems with articulatory normalization. For SD GMM, 4-fold cross 

validation for each speaker was performed. Note that “baseline” is the original EMA data 

before normalization. The performances of speaker-independent systems with articulatory 

normalization were comparable or even better than with the GMM-based speaker-dependent 

system. These results suggest that all the articulatory normalization methods are effective for 

speaker-independent silent speech recognition. Specifically, Procrustes matching 

outperformed fMLLR and i-vector methods for all the articulatory models. When we 

combined the fMLLR and i-vector with Procrustes matching, the performance was 

improved. Although fMLLR and i-vector methods even degrade the performance compared 

to baseline on the LSTM and BLSTM systems, the performance was improved by using 

Procrustes matching together with fMLLR and i-vector. Finally, when we used all the 

normalization methods together, we were able to obtain the best performance on all the 

articulatory models. This indicates that Procrustes matching (or physiological normalization) 

is critical for speaker-independent silent speech recognition. Also, these articulatory 

normalization approaches complement each other.

For the articulatory models, the performances of deep articulatory models, such as DNN, 

LSTM, and BLSTM, were better than with GMM-based shallow generative models. This 

indicates that the complex structure of articulatory movements can be properly modeled on 

the deep models. Also, LSTM provided better recognition performance than DNN for all the 

corresponding normalization conditions. In addition, BLSTM was always better than one 

directional LSTM. Finally, we obtained the best results (40.3% in PER) on BLSTM with all 

the normalization methods, showing 14.4% and 20.0% relative improvements in the PER 

reduction over LSTM and DNN with all the normalization methods, respectively. Also, 

BLSTM with all the normalization methods gave 19.2% relative PER reduction over 

baseline BLSTM.

To show the performance of the proposed method for each speaker, PERs of the selected 

models with/without normalization methods for each individual are presented in Table III. 

For articulatory normalization, we used three normalization methods together. As can be 

seen, DNN with articulatory normalization gave better results than speaker-dependent 

baseline GMM and speaker-independent baseline DNN (without normalization) for almost 

all the speakers. Normalized LSTM further improved the recognition performance for all the 

speakers. Finally, we obtained the best performance on BLSTM with articulatory 

normalization for all the speakers.
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Table IV shows the WERs of the selected models with/without normalization methods using 

word-level unigram and bigram language models. As shown in Table IV, DNN with 

Procrustes matching provided better results than with baseline DNN. When we used other 

normalization methods together with Procrustes matching (Proc.+fMLLR and Proc.+fMLLR

+ivector), the performance was further improved on DNN as in the experiments using PERs. 

LSTM with three normalization methods was slightly better than normalized DNN. We also 

obtained the lowest WERs on BLSTM with three normalization methods for both unigram 

and bigram language models.

C. Analysis Using Phoneme Confusion Matrix

Next, we analyzed the phoneme confusion matrices resulting from baseline DNN, 

normalized DNN, normalized LSTM, and normalized BLSTM to find the cause of the 

performance improvement in Fig. 6. Here, we used the three normalization methods 

together. To this end, actual phoneme sequences and predicted phoneme sequences were 

aligned using the Levenshtein edit distance and then the number of the aligned phoneme 

pairs was calculated. The numbers of deleted and inserted phonemes were also computed. 

The matrices show relative accuracies in percent, i.e., the sum of each row is 100%, as in 

[50].

In the phoneme confusion matrix from baseline DNN in Fig. 6(a), there are various phoneme 

confusions against target phonemes including unnatural phonetic substitutions, e.g., 

consonants to vowels (left-bottom part in Fig. 6(a)) and vowels to consonants (right-top 

part), and a large number of deletions. This may be due to the huge variation of articulatory 

movements between speakers. In other words, the articulatory variability produces high 

confusability between a lot of phoneme classes. When we applied our normalization 

approaches on DNN in Fig. 6(b), on the other hand, phoneme confusions were reduced over 

all the target phonemes. Interestingly, deletion errors were much reduced while 

understandable substitutions, which are within-manner and within-place phoneme 

substitutions, were still challenging. Specifically, the bilabial consonants /b/ sound was 

confused with the same place group of sounds such as /p/ and /m/ sounds. Also, voiced and 

voiceless pairs, such as the /f/ and /v/ sounds and the /th/ and /dh/ sounds, were confusable 

each other.

For the confusion matrix from LSTM with articulatory normalization in Fig. 6(c), unnatural 

substitutions in the left-bottom and right-top parts in the matrix were much reduced. Also, 

some understandable substitutions were reduced. In particular, within-place substitutions for 

the bilabial sounds (e.g., the /p/, /b/, and /m/ sounds) and alveolar sounds (e.g., the /t/, /d/, /

n/, /s/, and /z/ sounds) were much reduced. Finally, when we used BLSTM with articulatory 

normalization in Fig. 6(d), the confusion matrix shows a clearer pattern of correct 

recognition and a few confusions. In particular, the confusions between velar sounds, such as 

the /k/, /g/, and /ng/ sounds, were further reduced. Throughout the confusion matrices, 

the /ao/ and /zh/ sounds were always misrecognized. We found that there were only a few 

samples for those sounds and therefore it might be hard to train those sounds. Nonetheless, 

the most confusable sound was associated with same phonological attribute, e.g., both 

the /ao/ sound and the /aa/ sound are associated with back vowels and both the /zh/ sound 
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and the /z/ sound are voiced alveolar sounds. From these analyses, we can conclude that the 

proposed method (BLSTM with articulatory normalization) is effective in distinguishing 

phonemes, even for phonemes that are in the same category of the manner and place of 

articulation.

Fig. 7 shows an example of alignment between actual and predicted phoneme sequences 

when producing “I have a speech problem” by a healthy speaker (SPK9). Here, we 

compared the results from baseline DNN, normalized DNN, normalized LSTM, and 

normalized BLSTM. As can be seen, baseline DNN produced three deletions and four 

substitutions including unnatural substitutions (e.g., /b/ to /ah/). We found that when 

substitutions occur with deletions or insertions successively, it is likely to incur unnatural 

substitutions. Since the standard Levenshtein distance takes all the phoneme errors as 

uniform weights, the aligned results may be unnatural5. Similarly, when there are successive 

deletions and substitutions for normalized DNN, we observed unnatural substitutions 

(e.g., /ah/ to /p/). By contrast, we obtained a quite reasonable substitution error (e.g., /p/ 

to /m/) for most isolated substitutions. For normalized LSTM, all the consonants were 

correct but one vowel substitution was produced. When we used normalized BLSTM, all the 

phoneme alignments were correct. This analysis implies that unnatural substitutions may be 

observed when there are successive phoneme errors and it can be reduced by using our 

proposed method.

D. Evaluation of the Proposed Method on Laryngectomy Patients: A Case Study

Finally, the proposed speaker-independent silent speech recognition method was evaluated 

on the articulatory data collected from two laryngectomy patients in Fig. 8. We used the data 

from all the twelve normal speakers to train the articulatory model. For speaker-dependent 

(SD) GMM, 4-fold cross validation for each speaker was performed. As shown in Fig. 8, this 

approach obtained the similar results on recognition performance improvement as on healthy 

speakers, which have been shown in Fig. 5. Specifically, Procrustes matching produced 

lower PERs than fMLLR and i-vector methods on LSTM and BLSTM systems. Also, the 

performances were improved by combining the fMLLR and i-vector with Procrustes 

matching. The best performance was obtained when all the normalization methods were 

used together with the BLSTM-based SSR system, achieving a PER of 56.0%.

Table V shows the WERs of the selected models with/without normalization methods using 

word-level unigram and bigram language models. As shown in Table V, DNN with 

Procrustes matching provided slightly worse results than with baseline DNN. When we used 

other normalization methods together with Procrustes matching (Proc.+fMLLR and Proc.

+fMLLR+ivector), the performance was better than with baseline DNN as in the 

experiments using PERs. LSTM with three normalization methods was slightly better than 

normalized DNN. We also obtained the lowest WERs on BLSTM with three normalization 

methods for both unigram and bigram language models.

5If we consider the relationship between phonemes using weighted finite state transducer [54], which imposes different weights to 
phoneme mapping, we can obtain more reasonable phoneme alignment results even when we have a lot of phoneme errors.

Kim et al. Page 13

IEEE/ACM Trans Audio Speech Lang Process. Author manuscript; available in PMC 2018 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Experimental results (Fig. 8 and Table V) showed the potential of our proposed speaker-

independent SSR approach (articulatory normalization + BLSTM) on laryngectomy patients 

as well as healthy speakers. These findings also indicate that the patients (after a limited 

time of adaptation to the laryngeal removal surgery) might keep the similar articulatory 

patterns. To our knowledge, this is the first project with phoneme/word-level SSR evaluation 

using laryngectomees. However, further analyses with more laryngectomy patients are 

needed to verify these findings.

E. Discussion

The experimental results show promising results (small variation across speakers and 

improved recognition performance), but the number of participants in this study was 

relatively small. It is unknown if the performance can be generalized to a larger number of 

participants. Fig. 9 shows PERs on healthy speakers in our database according to the number 

of training speakers. Our default number of training speakers in Section IV-B was 10 for 

each cross validation. It is observed that the performance is improved as the number of 

training speakers increases for both the SI baseline and normalized systems. Specifically, as 

the number of training speakers increases, normalization approaches on DNN and BLSTM 

are more effective than baseline DNN. Although this analysis is based on our database with 

twelve healthy speakers, we found the normalization approaches may be promising when 

articulatory data from a larger number of speakers are available. We have plans to actively 

collect additional data including healthy speakers as well as laryngectomy patients. 

Therefore, future work will include more analysis on the dataset with a larger number of 

participants including the publicly available XRMB dataset [52].

Although our algorithms for speaker-independent SSR are promising, EMA is still 

cumbersome and cannot be used in daily life. However, significant advances have been made 

in the hardware technology. We anticipate the machine will be smaller, portable, and even 

wireless in the next decades [51]. The focus of this paper is to develop software algorithms 

for SSR. These algorithms can be directly applied to flesh point articulatory data and 

adapted for other articulatory data modalities that are generated by next generation of tongue 

tracking devices.

In our experiments, LSTM/BLSTM always produced better performance than DNN. This 

may be due to the ability of modeling temporal context in LSTM/BLSTM although DNN 

can also model the temporal context using a context window of several adjacent frames. It is 

an open question how much language structure the LSTM units really learn on our silent 

speech database. Future work also includes the analysis on a larger dataset with more diverse 

language structure.

We used LSTM/BLSTM with HMM in this work. However, many researchers have recently 

tried to drop the HMM using connectionist temporal classification (CTC) training criterion 

[53] in an end-to-end acoustic speech recognition system. Our articulatory normalization 

approaches are basically data variation reduction approaches, and therefore, our methods 

may be still effective on CTC criterion-based neural network models. However, a further 

study is required to verify this issue.
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We have included word error rates (WER) on our database. Although our database has a 

relatively small number of phrases and a small vocabulary, it is designed using most widely 

used phrases in daily life for AAC users. Also, our final research goal is to make an SSR 

algorithm for clinical applications such as an assistive communication device for 

laryngectomy patients in the future. The small phrases may not be enough in normal speech 

recognition setting, but it may be still useful in clinical applications.

We included a case study on two laryngectomy patients as an extra analysis (Section IV-D) 

to demonstrate the gap of the speaker independent SSR performance on healthy speakers 

and the target patients. The results from two patients show a worse performance than healthy 

speakers6. Nevertheless, we verified the feasibility of our normalization approaches 

compared to speaker-dependent models. Future direction to improve the performance on 

laryngectomy patients could use a dataset with a larger number of laryngectomy patients and 

use part of the patient’s data for training. The articulatory pattern of healthy control and 

laryngectomy patients remains unknown, but we anticipate this is more effective for SSR on 

the patients. A better understanding of the articulatory pattern of healthy control and 

laryngectomy patients would also be helpful for model tuning.

V. Conclusions

In this paper, an effective method to automatically recognize speech information from flesh 

point articulatory movements (without using audio information) was proposed. The method 

relies on two important parts: 1) articulatory normalization method using a combination of 

Procrustes matching, fMLLR, and i-vector for addressing the articulatory variation resulting 

from speaker’s anatomy and articulation patterns, and 2) BLSTM-based deep neural network 

for modeling articulatory movements in temporal context. A series of experiments were 

performed on twelve healthy participants to evaluate the effectiveness of the proposed 

method in terms of PER and WER. Also, we additionally performed experiments on two 

laryngectomy patients. The experimental results showed the effectiveness in the aspects of 1) 

the performance through comparison with other SSR systems with articulatory 

normalization methods, achieving significant performance improvements, 2) adaptability for 

online recognition, achieving utterance-based articulatory normalization, and 3) the 

generality of the proposed approach, showing better SSR results for laryngectomy patients 

as well. Thus, our framework presents a possibility of speaker-independent silent speech 

recognition for healthy as well as laryngectomy speakers. Our method may also be 

successfully applied to speech recognition in noisy environment as an alternative technology.
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Fig. 1. 
Data collection setup: (a) the Wave system with a subject and (b) sensor labels and locations. 

HC: Head Center, TT: Tongue Tip, TB: Tongue Body Back, UL: Upper Lip, and LL: Lower 

Lip. Direction x is left-right, y is vertical, and z is front-back.
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Fig. 2. 
Proposed speaker-independent silent speech recognition framework with articulatory 

normalization and bidirectional long short term memory (BLSTM)-based articulatory 

model.
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Fig. 3. 
Example of Procrustes matching of motion path of four articulators (TT, TB, UL, and LL) 

for producing “How are you doing?” from two healthy speakers (a) original data, (b) 

translation, (c) translation+scaling, and (d) translation+scaling+rotation. Note that each 

curve is down-sampled to 22 points for visualization.
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Fig. 4. 
BLSTM-based SSR system with articulatory normalization.
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Fig. 5. 
PERs of articulatory normalization methods on speaker-independent (SI) GMM, DNN, 

LSTM, and BLSTM based silent speech recognition systems. “Base.” means baseline, 

“Proc.” indicates Procrustes matching, and “ivec” is the i-vector approach.
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Fig. 6. 
Phoneme confusion matrices from (a) baseline DNN, (b) normalized DNN, (c) normalized 

LSTM, and (d) normalized BLSTM. The bottom-most row and the right-most column 

indicate insertions and deletions, respectively.
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Fig. 7. 
Alignment example between actual and predicted phoneme sequences from baseline DNN, 

normalized DNN, normalized LSTM, and normalized BLSTM-based SSR systems when 

producing “I have a speech problem” from a healthy speaker. Phoneme errors are shaded.

Kim et al. Page 25

IEEE/ACM Trans Audio Speech Lang Process. Author manuscript; available in PMC 2018 December 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 8. 
PERs of articulatory normalization methods on speaker-independent (SI) GMM, DNN, 

LSTM, and BLSTM based silent speech recognition systems for laryngectomy patients.
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Fig. 9. 
PERs according to the number of training speakers using healthy speakers in our database.
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TABLE I

Experimental Setup

Articulatory data

Feature vector Articulatory movement data (8 dim.) + Δ + ΔΔ (24 dim.)

Low pass filtering 20 Hz cutoff 5th order Butterworth

Sampling rate 100 Hz

Mean normalization Applied

GMM-HMM topology

Monophone 122 states (39 phones × 3 states + 5 states for silence), total 1000 Gaussians

Triphone 773 states, total 7000 Gaussians

HMM 3 states left-to-right HMM

Training method Maximum likelihood estimation

DNN-HMM topology

Input layer dim. 216 (24 dim. × 9 context windows) + 20 dim. i-vector

Output layer dim. 773 for triphone

No. of hidden units 512 units for each hidden layer

Depth 3 hidden layers

Training method RBM pre-training, back propagation

(B)LSTM-HMM topology

Input layer dim. 24 dim. + 20 dim. i-vector

Output layer dim. 773 for triphone

No. of LSTM cell units for each hidden layer
640 units for LSTM

320 forward & 320 backward units for BLSTM

Depth
2 forward hidden layers for LSTM

2 forward & 2 backward layers for BLSTM

Training method Back propagation through time (BPTT)

Language model

Bigram phoneme language model

Unigram word language model

Bigram word language model
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TABLE II

PERs (%) of Procrustes Matching on SI-GMM for Healthy Speakers

Procrustes matching Monophone Triphone

Baseline 76.6 73.2

Translation 92.3 90.5

Rotation 76.4 71.9

Scaling 89.8 89.5

Translation+Rotation 69.9 63.0

Translation+Scaling 88.0 87.3

Rotation+Scaling 90.4 88.9

Translation+Scaling+Rotation 85.5 84.9
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TABLE IV

WERs (%) of SI Baseline DNN, Articulatory Normalized DNN, LSTM, and BLSTM for Unigram and Bigram 

Language Models

Method Unigram Bigram

Baseline+DNN 75.5 52.4

Normalization (Proc.)+DNN 60.5 35.5

Normalization (Proc.+fMLLR)+DNN 59.1 33.1

Normalization (Proc.+fMLLR+ivec.)+DNN 56.7 32.4

Normalization (Proc.+fMLLR+ivec.)+LSTM 56.5 31.7

Normalization (Proc.+fMLLR+ivec.)+BLSTM 42.7 23.6
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TABLE V

WERs (%) of SI Baseline DNN, Articulatory Normalized DNN, LSTM, and BLSTM Using Unigram and 

Bigram Language Models for Laryngectomy Patients

Method Unigram Bigram

Baseline+DNN 90.6 77.3

Normalization (Proc.)+DNN 91.6 80.1

Normalization (Proc.+fMLLR)+DNN 90.4 75.0

Normalization (Proc.+fMLLR+ivec.)+DNN 90.1 74.4

Normalization (Proc.+fMLLR+ivec.)+LSTM 77.5 64.9

Normalization (Proc.+fMLLR+ivec.)+BLSTM 70.5 55.2
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