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Abstract

Quantitative myocardial blood flow (MBF) estimation by dynamic contrast enhanced cardiac 

computed tomography (CT) requires multi-frame acquisition of contrast transit through the blood 

pool and myocardium to inform the arterial input and tissue response functions. Both the input and 

the tissue response functions for the entire myocardium are sampled with each acquisition. 

However, the long breath holds and frequent sampling can result in significant motion artifacts and 

relatively high radiation dose. To address these limitations, we propose and evaluate a new static 

cardiac and dynamic arterial (SCDA) quantitative MBF approach where 1) the input function is 

well sampled using either prediction from pre-scan timing bolus data or measured from dynamic 

thin slice “bolus tracking” acquisitions, and 2) the whole-heart tissue response data is limited to 

one contrast enhanced CT acquisition. A perfusion model uses the dynamic arterial input function 

to generate a family of possible myocardial contrast enhancement curves corresponding to a range 

of MBF values. Combined with the timing of the single whole-heart acquisition, these curves 

generate a lookup table relating myocardial contrast enhancement to quantitative MBF. We tested 

the SCDA approach in 28 patients that underwent a full dynamic CT protocol both at rest and 

vasodilator stress conditions. Using measured input function plus single (enhanced CT only) or 

plus double (enhanced and contrast free baseline CT’s) myocardial acquisitions yielded MBF 

estimates with root mean square (RMS) error of 1.2 ml/min/g and 0.35 ml/min/g, and radiation 

dose reductions of 90% and 83%, respectively. The prediction of the input function based on 

timing bolus data and the static acquisition had an RMS error compared to the measured input 

function of 26.0% which led to MBF estimation errors greater than threefold higher than using the 

measured input function. SCDA presents a new, simplified approach for quantitative perfusion 

imaging with an acquisition strategy offering substantial radiation dose and computational 

complexity savings over dynamic CT.
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Introduction

Quantitative assessment of myocardial perfusion, in absolute units, provides clinically 

valuable information about ischemia and infarction [1],[2], and can be measured via a 
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variety of dynamic (multi-acquisition) imaging modes including computed tomography (CT) 

[3], positron emission tomography (PET) [4], and magnetic resonance imaging (MRI) [5]. 

Qualitative (single acquisition, non-quantitative) myocardial perfusion assessment is 

routinely obtained using single photon emission computed tomography (SPECT) or cardiac 

computed tomography angiography (CTA). The qualitative methods can identify myocardial 

regions which are differentially perfused, but cannot identify abnormalities in the case of 

balanced ischemia or global ischemia nor absolute quantitation of myocardial blood flow.

Dynamic CT myocardial perfusion assessment provides temporally resolved contrast 

enhancement information[6]. Using temporal deconvolution (e.g. [7]) or model fitting [3], 

quantitative myocardial blood flow (MBF) can be estimated from the dynamic contrast 

enhancement measured at 1) an arterial, input location (such as the aorta or the left 

ventricular cavity) and 2) the myocardial wall region. However, dynamic CT myocardial 

perfusion is challenging, requiring repeated CT scans through time during a breath hold, 

complicated processing protocols, and a relatively high radiation dose. Optimal processing 

of dynamic cardiac CT studies requires computationally challenging motion correction, 

contrast-based beam hardening correction strategies[8], and additional image filtering [9]. In 

addition, coronary CTA is commonly added for morphologic assessment of coronary artery 

disease requiring further contrast and radiation.

We sought to simplify and improve quantitative CT perfusion assessment by using only one 

or two static cardiac gated images and well sampled arterial enhancement data.

To implement this approach, we need to sample the arterial input function of contrast 

arriving to the myocardium. We propose two approaches, each based on current clinical 

practices used to determine the correct timing for a CT angiography acquisition. In the first 

method, a small (typically 10-15 ml) “timing bolus” of contrast agent is injected and a single 

axial slice containing the ascending aorta and pulmonary artery is dynamically acquired 

every 1-2 seconds until the peak of the contrast bolus is observed. The timing of the peak 

aortic enhancement is ordinarily used to estimate the optimal time post-injection for the 

CTA acquisition. We propose to use a linear systems approach to predict the arterial input 

function based on the larger contrast bolus used for myocardial acquisition and the 

cardiovascular transfer function derived from the timing bolus data. This predicted AIF 
method relies on the assumption that the patient-specific passage of contrast from the venous 

to arterial blood can be modeled as a shift-invariant linear system while a patient is in same 

cardiovascular state (cardiac output, blood pressure, etc).

In a second method of sampling the arterial input function, sometimes referred to as a “bolus 

tracking” approach when used for CTA timing, low-dose, single axial slice acquisitions 

containing the aorta are obtained every 1-2 seconds after injection of the primary contrast 

bolus used for myocardial acquisitions. We will refer to this method as the measured AIF 
method because the aortic AIF is being measured directly.

Whether the predicted or measured AIF approach is used, the result is a temporally well-

sampled AIF which can be used to drive a perfusion model and predict how myocardial 
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enhancement would vary as a function of time and MBF. Given myocardial enhancement at 

a known time, this relationship can potentially be inverted to estimate MBF.

In the first part of this study, we evaluate the predicted AIF method, examining how well 

predicted arterial input functions compare to measured ones. In the second part, we evaluate 

our primary hypothesis, that global myocardial blood flow can be uniquely identified from 

knowledge of patient-specific arterial delivery of contrast and the apparent contrast 

enhancement of the myocardium acquired at a known time post injection.

Methods

The methods are divided into three sections. The first describes the general proposed 

methodology associated with predicting the arterial input function from timing bolus data. 

The second section describes the general proposed SCDA methodology for estimating MBF 

from an arterial input function and myocardial image data. The third section explains the 

methodology used to evaluate the proposed methods. An overview of the SCDA method is 

presented in Figure 1.

I. Predicted Arterial Input Function Method

Cardiovascular Transfer Function Estimation—The predicted arterial input function 

(AIF) is determined using a “timing bolus” of 10-15 ml of iodinated intravenous contrast. A 

dynamic time attenuation curve (TAC) is measured in the ascending aorta for typical post-

injection time ranges of 6-25 seconds. A gamma variate curve is then fit to the timing bolus 

TAC, which serves the dual purpose of smoothing the TAC with a physiologically realistic 

function and identifying the baseline CT number (measured in Hounsfield Units, HU) for 

this TAC. In this work, we define the “baseline” CT number as the CT number of the imaged 

region without contrast enhancement. The baseline-corrected CT number (original CT 

number minus baseline CT number) is approximately proportional with iodine contrast 

concentration [10]. Considering that the contrast is delivered under controlled conditions by 

a power injector, we have exact knowledge of the contrast delivery rate and volume into the 

venous system. Assuming that the contrast delivery between the injection site and the aorta 

in a particular physiological state constitutes a shift-invariant linear system (an assumption 

we will test in our evaluation), deconvolving the venous contrast delivery rate curve out of 

the baseline-corrected timing bolus aortic attenuation curve yields the cardiovascular 

transfer function between the injection site and aorta.

Arterial Input Function Estimation—The estimated cardiovascular transfer function is 

then used to predict the arterial input function from any arbitrary contrast injection protocol. 

CTA contrast volumes are typically 5-15 times larger than those used for a timing bolus, and 

are sometimes multiphase (i.e., a volume of undiluted contrast is followed by a mixture of 

contrast and saline). Convolving the intravenous contrast injection profile for a particular 

injection protocol with the cardiovascular transfer function will yield a prediction of the 

aortic arterial input function. In this way, timing bolus data combined with knowledge of 

CTA contrast injection parameters allows prediction of a patient- and injection-specific 

dynamic arterial input function.
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II. Static Cardiac and Dynamic Arterial (SCDA) MBF Estimation

The SCDA approach uses a mixture of thin slice acquisitions (for timing bolus in the 

predicted AIF approach or for direct AIF measurement in the measured AIF approach) and 

one or two whole heart acquisitions (for myocardial contrast enhancement data, and, 

optionally, for contrast free myocardial baseline measurement). The acquisitions of the 

SCDA approach are graphically presented in Figure 2. Using the study-specific arterial input 

function and assigned values for interstitial fluid volume fraction and delay between input 

and myocardium, a two-compartment perfusion model [3] predicts a family of myocardial 

enhancement curves corresponding to a range of MBF values (Figure 3). This effectively 

provides a study-specific lookup table of MBF that is a function of time post-contrast 

injection and measured myocardial CT enhancement above baseline. The myocardial 

attenuation is available directly from the CT data, but the baseline CT number for the 

myocardial tissue needs to be determined.

We propose and evaluate two methods of myocardial baseline determination. The first 

approach is simply to apply a fixed baseline for all images. The second approach is to add an 

additional myocardial CT acquisition before contrast arrival to establish a study-specific 

myocardial baseline. For both approaches, once the baseline is determined, the myocardial 

contrast attenuation is the measured myocardial CT number minus the baseline CT number. 

This baseline-corrected myocardial CT number is the input into the study-specific lookup 

table, yielding a quantitative estimate of MBF.

III. Evaluation Methodology

This current work performed a substudy of an IRB approved, prospective trial studying the 

accuracy of dynamic myocardial perfusion CT in patients referred for clinically indicated 

rest and stress 82Rb myocardial perfusion PET exams. Patients received a research rest and a 

regadenoson stress dynamic CT perfusion exams along with a resting CTA exam. Of the 28 

total enrolled patients, 27 rest studies and 27 stress studies were used for analysis to test 

hypothesis and method II. One rest study was excluded because a partially occluded IV 

during the timing bolus led to unusable rest dynamic data. A second patient did not undergo 

the stress portion of their CT study because of an infiltrated IV site after rest injection. 

While dynamic CT acquisitions including a timing bolus were acquired for all 28 patients, 

the precise timing between contrast injection start and the first dynamic frame was recorded 

only for the 14 most recent patients. Since knowledge of this timing is necessary for rigorous 

evaluation of the predicted input function, and because timing bolus acquisitions were only 

acquired at rest, we evaluate the predicted AIF for only these 14 rest studies.

Dynamic CT Acquisition Protocol—For the timing bolus, patients received 10-20 ml of 

intravenous iodinated contrast (iodixanol) followed by 20 ml of normal saline injected at 5 

ml/s. Ungated, 5 mm single slice acquisitions (120 kVp and 20 mAs) were obtained at the 

level of the pulmonary carina (just superior to the heart) beginning 6 seconds after contrast 

injection and then every 1.2 seconds for approximately 15 to 24 seconds. A region of interest 

placed in the ascending aorta was used to generate a time attenuation curve (TAC) from 

which contrast arrival and peak attenuation could be determined. The timing of the start of 

the dynamic portion and the CTA exam was based on these timing bolus data. For both rest 
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and stress acquisitions, the patient was instructed to hold their breath at full-inspiration but 

without Valsalva (to minimize interframe motion and to stabilize heart rates). For the rest 

study, 50-75 ml of contrast followed by 50 ml of normal saline were injected at 5 mL/s. A 

low-dose (120 kVp at 18 mAs), multi-frame dynamic CT perfusion acquisition was then 

performed over 12-18 prospective mid-diastole cardiac gated, whole heart frames (14-16 cm 

axial range). This required a 26-32 second scan time. During the same dynamic acquisition, 

a single higher-dose, high-fidelity coronary CTA acquisition (120 kVp at 150-300 mAs) 

imaged the heart near peak coronary enhancement.

At least 5 minutes after rest acquisition (to allow for contrast washout), the stress portion 

began. The patient was injected with a unit dose of regadenoson (Astellas, Tokyo) and the 

dynamic CT stress study was acquired two minutes later. To account for higher cardiac 

output with regadenoson stress, the first dynamic CT acquisition started 2 seconds earlier 

post-contrast injection than the rest study. Fifty ml of contrast were injected with 50 ml of 

normal saline chaser at 5 mL/s with identical CT settings as the rest dynamic study. The high 

fidelity coronary CTA acquisition was not performed with stress. All CT acquisitions were 

performed on a Revolution CT scanner (GE Healthcare, Waukesha, WI) with 16 cm chest 

coverage.

Implementation of Cardiovascular Transfer Function Estimation—In the timing 

bolus images, a region of interest was drawn in the descending aorta and the mean CT 

number was recorded for each frame, constructing an aortic timing bolus time attenuation 

curve (TAC). While an ascending aorta TAC is typically used clinically for CTA timing, we 

chose to use a descending aorta TAC for transfer function estimation for two reasons: 1) It 

avoided time-dependent beam-hardening artifacts which were sometimes present in in the 

ascending aorta due to proximity to very concentrated contrast in the superior vena cava and 

in the pulmonary artery, and 2) the descending aorta was visible in the dynamic myocardial 

acquisitions, allowing for a direct comparison of estimated descending aorta TACs to 

measured descending aorta TACs from the dynamic acquisitions. The injection function into 

the IV was taken directly from the settings on the power injection; For our data, this was a 

step function with a constant height dependent on contrast volume and rate. Deconvolution 

of the injection function from the timing bolus TAC was performed using singular value 

decomposition and Tikhonov regularization with mild smoothing (lambda=0.1) [11].

Predicted AIF Evaluation—The convolution of the cardiovascular transfer function and 

the injection function into the IV for the rest dynamic acquisition provided an estimate of the 

aortic contrast dynamics. Adding the contrast-free baseline attenuation to this yielded a 

predicted aortic CT number TAC which was directly compared to the dynamically measured 

aortic TAC. Since the static MBF estimation method requires at least one myocardial 

acquisition, we also examined the effect of using the single aortic attenuation data point 

from that acquisition to scale the convolution-predicted curve by a multiplicative scaling 

factor such that the scaled prediction passes through the single measured attenuation value. 

(see Figure 3).

The predicted and scaled-predicted aortic CT number curves were evaluated via the 

following metrics: percent error in area under the TAC as compared to measured dynamic 

Bindschadler et al. Page 5

Phys Med Biol. Author manuscript; available in PMC 2019 May 21.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



aortic TAC, average CT number deviation between predicted and measured TACs, and 

average timing deviation between the peak of the predicted and measured aortic TACs.

Dynamic Perfusion Quantification—Myocardial blood flow estimates derived from the 

full dynamic acquisition were used as the reference standard for the proposed static MBF 

estimates. Using methodology previously presented, a two-compartment perfusion model 

with four free parameters (myocardial blood flow, delay between input and myocardial 

tissue, interstitial fluid volume fraction, and contrast free myocardial attenuation) was 

optimized to minimize the difference between measured and predicted myocardial TACs, 

given a study specific arterial input function [3].

SCDA Perfusion Quantification Implementation—Since multiple dynamic frames 

were available for each exam in the patient trial, there are a number of possible frames that 

could be used as a single “static” time point for MBF estimation. For the purposes of this 

work, we seek to determine the performance of SCDA MBF estimation in the best-possible 

timing conditions. A sensitivity analysis indicated that the average optimal static time would 

be approximately 2.3 seconds after the peak of the input function to ensure good myocardial 

enhancement (data not shown), so we selected the first frame (considering our frames have 

~2 second spacing) following the maximum value of the input function for analysis. In 

addition, we also evaluated a suboptimally timed myocardial acquisition using the next 

frame (~4 seconds after input peak) in order to examine whether an additional short delay 

(for example to enable a realistic peak detection method and allow a full data acquisition 

with modified parameters such as table position or collimator position) would significantly 

degrade performance. For SCDA perfusion quantification, the same two-compartment model 

was employed as for the dynamic quantification, but the myocardial attenuation at only one 

(static) time point was used. In addition, the proposed static MBF estimation method relies 

on too few data points to estimate more than one parameter (MBF), so the others were 

assigned fixed values. We assigned these parameters based on medians of those measured in 

the dynamic fits (see Appendix for methodologic details). We evaluated two different 

approaches for determining the contrast-free myocardial baseline CT number. First, the 

baseline was assumed to be a fixed value equal to the median baseline of all rest or stress 

myocardial TACs. Second, the baseline was taken to be the first point of each individual 

myocardial TAC. Note that implementing this second approach in practice would require a 

baseline myocardial acquisition in addition to the static myocardial enhanced time point 

acquisition.

Results

Patient characteristics and radiation dose are presented in Table 1.

I. Predicted AIF from Timing Bolus Data

The predicted aortic input function was compared to the measured aortic input function in 

the 14 patient studies with available precise timing between contrast injection time and first 

dynamic acquisition. The peak time of the predicted function minus the time of the 

maximum measured input function post injection was on average 1.05 ± 1.28 s (mean ± s.d). 
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Considering the time between the measured dynamic frames is 2.4 ± 0.7 s (mean ± s.d.), the 

timing accuracy is approximately half the inter-frame time interval.

Comparing the area under the predicted baseline-corrected curve with the area under the 

measured baseline-corrected curve up until the static time point indicates that the convolved 

curve typically underestimates the measured area (12/14 patients, 86%). The overall mean 

bias in the area under the predicted curve is −33.7% and the RMS % error is 42.6% (Table 

2).

With the scaled-predicted aorta input function, the overall mean bias in the area under the 

scaled predicted curve is −7.5% and the RMS percent error is 26.0%. Seven of 14 patients 

have an absolute percentage error less than 11% and the other seven have an absolute 

percentage error greater than 24%.

Figure 4 shows three examples of this process with the data from one case where prediction 

is relatively good with or without scaling (panel A), one case where prediction is relatively 

good with scaling but poor without (panel B), and one case where prediction is poor even 

with scaling (panel C).

II. MBF Estimation from SCDA

Dynamic MBF estimates, derived from the full dynamic CT sequence, served as the 

reference standard. Table 3 summarizes the best fit parameter values from the two-

compartment model optimization for these studies.

Single Myocardial Acquisition SCDA—The SCDA MBF estimation results using a 

single whole-heart myocardial acquisition and fixed myocardial baselines are presented in 

Table 4 (upper part) and Figure 5 (panels A and B). Figure 5 presents the comparison 

between single myocardial acquisition SCDA and fully dynamic MBF estimates for 54 

studies (27 rest and 27 stress in 28 patients). The median SCDA MBF estimate bias is low, 

0.019 ml/min/g, and the limits of agreement (±1.45 IQR) are ±0.5 ml/min/g. However, there 

is one outlier estimate where the stress dynamic MBF estimate is 1.75 ml/min/g and the 

corresponding static MBF estimate is 9.21 ml/min/g. Examining this outlier more closely, 

the high SCDA MBF estimate arises primarily from a higher myocardial baseline 

attenuation [71.7 HU for this study vs. mean 58.8 ± 5.5 HU (mean ± s.d.) for all stress 

studies] and static enhanced myocardial attenuation (87 HU) possibly explained by slow 

clearance of the rest perfusion contrast dose. This led to an overestimate of the enhancement 

due to the stress contrast bolus, leading to overestimated MBF. Table 4 shows the RMS 

error, bias, and correlation of the SCDA MBF estimates with respect to dynamic MBF 

estimates. These data are also reported with the outlier removed.

Comparing suboptimal to optimal timing of the single myocardial acquisition (parenthetical 

vs non-parenthetical numbers in the first part of Table 4), the performance on rest data is 

essentially unchanged. On stress data, performance appears to improve, with the RMS error 

34% lower for the suboptimal timing. However, this is primarily due to the single outlier 

data point, which has a static MBF estimate of 4.60 ml/min/g in with the suboptimal timing, 

rather than 9.21ml/min/g with the optimal timing point. Removing this single point from the 
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analysis, we see instead that performance is generally worse with suboptimal timing, with 

the RMS error 37% worse on the other 26 stress studies.

Double Myocardial Acquisitions, Baseline and Enhanced—The SCDA MBF 

estimation results using study-specific baseline measurements are presented in Table 4 

(lower part) and Figure 5 (panels C and D). Compared to the single acqusition SCDA, 

estimation performance improved in all metrics, with a drop in RMSE to 0.35 ml/min/g, an 

increase in correlation coefficient to 0.85, and a line of best fit which closely approximates 

the line of identity. The outlier overestimate study in the single acquisition method becomes 

an underestimate in this method. Performance is very similar between optimally and 

suboptimally timed myocardial acquisitions.

Predicted AIF to SCDA Perfusion Estimate—In previous sections, we separately 

evaluated 1) the prediction of the dynamic arterial input function from timing bolus data and 

2) the estimation of MBF from static myocardial data and measured dynamic input function 

data. In this section, we evaluate the end-to-end estimation process for the predicted AIF 

approach using the 14 patients with accurate timing data. We use the scaled convolved 

predicted input function and study-specific myocardial baseline approaches (double 

myocardial acquisition) for this evaluation with results presented in Figure 6 and Table 5. 

The RMSE, bias, and correlation coefficient for the measured AIF method are numerically 

improved compared to the predicted AIF method, regardless of whether an outlier value is 

included or excluded.

Discussion

Dynamic CT perfusion enables quantitative myocardial blood flow evaluation, although the 

multiple CT images required to measure time attenuation curves impart a substantial 

radiation dose and require complex processing such as interframe cardiac motion 

compensation, 4D image volume manipulation, and 4D kinetic analysis. We demonstrate 

that the combination of one or two static whole heart CT acquisitions and a dynamically 

sampled arterial input function can also generate quantitative MBF estimates in absolute 

units. This static cardiac, dynamic arterial (SCDA) approach requires substantially lower 

radiation dose than dynamic CT perfusion.

A unique aspect of the SCDA approach work is that while knowledge of the myocardial wall 

enhancement TAC is limited to one or two frames, the input function TAC is derived from a 

different acquisition with a higher temporal sampling rate. This approach is similar in nature 

to approaches applied in nuclear myocardial perfusion imaging where the arterial input 

function was imaged with a dynamic planar acquisition, providing an estimate of patient-

specific delivery of a radiotracer [12],[13]. The myocardial response was imaged with a 

single late SPECT acquisition. The SPECT approach was challenging considering the 

dynamic input function acquisition measured a projection of counts in the blood pool (non-

quantitative), requiring an unknown, patient-specific correction factor relating the input 

function and the myocardial measurements. Despite this challenge, investigators have shown 

positive results of this type of approach compared to flow reserve via [15O]H2O PET [14] 

and intracoronary Doppler [15]. In contrast, our proposed approach benefits from 
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tomographic acquisitions of the input function with matched units to the myocardial 

measurements.

In clinical practice, tracking the contrast bolus over time and into the heart is required to 

time coronary artery acquisition during peak enhancement. Our novel approach leverages 

this “free” information to derive dynamic arterial input function information that can inform 

quantitative MBF. Contrast transit and AIF is obtained with either a “bolus tracking” 

(measured AIF) approach or a “timing bolus” (predicted AIF) approach. In the measured 

AIF approach, one injection of contrast is given and multiple very low dose acquisitions are 

acquired until the aortic attenuation reaches a pre-set value to trigger a multislice CT 

acquisition. The dynamic aortic input function is directly measured in this approach. In the 

predicted AIF approach, the input function is estimated using our proposed linear system-

based method. While we find that the predicted AIF approach predicts the timing of the 

actual input function peak accurately to within our ability to resolve it, it also underestimates 

the area under the input function curve by ~33% with a root mean squared percent error of 

over 40%. This degree of error suggests that a simple shift-invariant linear system 

assumption is not valid for describing contrast bolus passage from injection site to aorta over 

separate injections, perhaps because of non-negligible physiological effects of contrast or 

because of other physiological state changes between the time of timing bolus injection to 

the time of later injection. While utilizing the single static time point aortic attenuation to 

derive a multiplicative scaling factor for the predicted input function significantly improves 

prediction accuracy, reducing average bias to −7%, the root mean squared percentage error 

still exceeds 25%%. Since bolus tracking and timing bolus based approaches result in 

similar radiation doses to the patient, the bolus tracking approach appears preferable for 

static MBF estimation.

SCDA MBF estimation based on a single whole heart acquisition has a root mean squared 

error of 1.17 ml/min/g relative to the reference standard dynamic MBF. This relatively large 

error was due to one outlier stress study with an erroneous static MBF estimate of 9.2 

ml/min/g. After excluding this outlier, the overall RMSE dropped to 0.47 ml/min/g. Overall 

static MBF estimation performance was much better for resting studies (0.15 ml/min/g 

RMSE) than for stress studies (0.65 ml/min/g excluding outlier or 1.57 ml/min/g including 

outlier). There are several potential causes for this. First, the nonlinear relationship between 

MBF and myocardial enhancement means that small changes in enhancement correspond to 

much larger changes in MBF for high enhancement values than for low enhancement values 

(see insets of all panels in Figure 7). The same is true for the changes in mapping curve 

shape arising from delay or Visf errors. In this patient study, the resting portion was acquired 

with on average 75 ml of contrast, while the stress portion was acquired with 50 ml after the 

resting scan. This lower contrast dose increases the variance in the measurements, also 

leading to noisier stress MBF estimates.

We also examined the SCDA MBF estimation performance using a measured, study-specific 

baseline point. This additional information resulted in a minor improvement in resting 

SCDA MBF estimation (0.15 ml/min/g RMSE to 0.11 ml/min/g) and a larger improvement 

in stress SCDA MBF estimation (0.65 ml/min/g (w/o outlier) or 1.57 ml/min/g (w/outlier) 

down to 0.48 ml/min/g RMSE (no outlier to include/exclude in study-specific baseline case). 
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Overall performance error of 0.35 ml/min/g is likely within the range of clinical 

acceptability. Overall, this evaluation suggests that adding an early low dose acquisition to 

establish a study-specific baseline improved MBF estimation. In clinical practice, this non-

contrast baseline image could be obtained as a coronary calcium score scan which may 

additionally inform patient prognosis [16].

Comparing SCDA MBF estimates which used a sensitivity analysis based optimal timing for 

the contrast enhanced myocardial acquisition with those based on a later, suboptimal timing, 

the suboptimal timing degraded performance for the single acquisition approach (37% 

higher RMS error, slightly increased bias, slightly decreased correlation), but did not 

degrade performance for the two-acquisition approach. This suggests that the two-

acquisition approach is robust to the small delays which might be necessary for the scanner 

to shift between single slice and whole heart acquisitions.

Importantly, this study demonstrates that quantitative MBF can be obtained at 75-90% lower 

radiation dose than from dynamic MBF. We used low flux (18 mAs) dynamic whole heart 

frames in this evaluation, leading to a total effective dose of ~4 mSv for each rest or stress 

full dynamic exam. From this level, the single whole heart acquisition SCDA approach 

would represent an average ~90% radiation dose savings to <0.5 mSv. Likewise, the two-

acquisition SCDA approach would represent an average ~83% dose savings. For clinical 

implementation, this SCDA approach could potentially be combined with clinically 

indicated coronary CTA acquisitions. Since optimal coronary CTA timing is at maximal 

contrast in the coronary arteries (which is shortly after contrast peaks in the aorta, but before 

it peaks in the myocardium), and since the maximal perfusion sensitivity is also shortly after 

the aortic contrast peak, it is likely that a single acquisition or two neighboring temporal 

acquisitions could be used for both anatomic and functional assessment. Such approaches 

would save patients both radiation and contrast exposure compared with performing these 

assessments separately.

If myocardial contrast dynamics are well described by the perfusion model (a bedrock 

assumption of both dynamic and SCDA MBF estimation approaches), SCDA MBF 

estimation error can arise from three independent sources: error in contrast enhancement 

estimation, error in delay estimation, and/or error in assumption of a fixed interstitial fluid 

volume fraction (See Figure 7). Error in contrast enhancement estimation arises when there 

is an error in the baseline attenuation estimate, the enhanced static time point attenuation 

estimate, or both. Overestimating the contrast enhancement leads to overestimation of MBF 

(see inset of upper left panel of Figure 7), with larger MBF errors at higher MBF values for 

the same enhancement error. Errors in delay estimation shift the model curve in time relative 

to the input curve (Figure 7, upper right panel). Depending on where the static time point 

falls on the model curve relative to the peak, this could increase or decrease the error of the 

model curve, corresponding to increasing or decreasing the static MBF estimation error. 

Errors in interstitial fluid volume fraction (Visf) arise in a similar way.

In this initial study, we assess global myocardial flow, a task with demonstrated prognostic 

value [17]. The high spatial resolution of CT suggests that the same approach could be 

applied to quantitative MBF estimation in regional, segmental (e.g. AHA 17 segment 
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model), or endocardial vs. epicardial comparisons. The approach is computationally fast, 

because once the input function is extracted, it takes only a few seconds to generate the 

patient-specific myocardial enhancement to MBF mapping. This mapping can be used to 

rapidly provide voxel-by-voxel estimates for the whole 3D myocardium, although it would 

likely be advisable to apply some smoothing first to moderate image noise.

Philosophically, the range between static and dynamic quantification approaches is a 

continuum, rather than a dichotomy. We began by examining one myocardial time point (the 

static time point), and then looked at the benefits of adding one more (as a baseline point). 

However, there is no reason that 3, 4, or more additional myocardial acquisitions could not 

be used which could refine MBF estimates. As additional acquisitions are added, it remains 

unknown at what point additional parameters (such as Visf and delay) can be reliably 

estimated, and the relative tradeoffs in performance. In previous work, we explored a 

different range of this tradeoff space, looking at 30 down to 10 frame acquisitions with full 

to sparse sampling of both the myocardial and arterial input TAC [3]. Additional work is 

needed to explore tradeoffs in our current proposed context of full sampling of the input 

TAC and sparse sampling of the myocardium.

Our study has limitations. We do not have access to the true MBF for these patients, and 

instead rely on previously evaluated dynamic MBF estimation methods [3],[17]–[19] as our 

reference standard. The proposed SCDA MBF estimation is intended as a lower radiation 

dose approximation to dynamic MBF estimation, and should not be expected to outperform 

dynamic MBF estimation. Our evaluation of SCDA is of the reliability of this approximation 

under different conditions. Since we use one or two points from the 12 to 15 frame dynamic 

myocardial TACs as our enhanced static time point and (sometimes) baseline point, the 

SCDA and dynamic MBF estimates are not fully independent. The static MBF estimation 

method is not capable of estimating additional parameters beyond the MBF; the value of 

additional parameters such as the interstitial fluid volume must be assumed. Therefore, for 

patients with unusual values for these parameters, static MBF estimation will likely return 

erroneous estimates, especially for high MBF values. Other researchers have investigated the 

effects of adapting the contrast injection bolus profile to achieve increased uniformity for CT 

angiography [20] or MR angiography [21]. Similar approaches may be able to improve 

predictability of the arterial input function for MBF estimation. The static frames used for 

evaluation in this study are of low quality (equal to all the other low flux dynamically 

acquired frames). Because we assess global myocardial flow using regions of interest 

encompassing the whole myocardium, the additional noise of the low flux acquisition is 

likely of relatively little impact. In clinical use, the static perfusion image could be acquired 

with higher flux considering one would not need to apportion a radiation dose allowance to 

other dynamic frames.

Conclusion

We propose a new static cardiac and dynamic arterial (SCDA) approach to estimate 

quantitative myocardial blood flow in absolute units. Our results suggest that the preferred 

approach is to measure the arterial input function and acquire two myocardial CT 

acquisitions: one for baseline and one for enhancement information. Using dynamic CT 
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MBF estimates as a reference standard, SCDA MBF estimation from a single myocardial CT 

acquisition had a RMSE of 1.17 ml/min/g and a bias of 0.21 ± 1.11 ml/min/g in 54 studies 

on 28 patients. Adding baseline information from one additional myocardial CT acquisition 

before contrast arrival improved MBF estimation to an RMSE of 0.35 ml/min/g and a bias of 

−0.00 ± 0.35 ml/min/g. A timing delay of ~2 seconds beyond the optimal SCDA enhanced 

myocardial acquisition time generally worsened performance in the single myocardial 

acquisition case, but had very little effect in the two myocardial acquisition case, indicating 

robustness to minor timing variations. A convolution-based method of predicting the arterial 

input function from timing bolus data had relatively high error (26% RMS percent error in 

area under curve), leading to a preference for a direct measurement approach for the arterial 

input function. This work suggests that utilizing low dose arterial input function data similar 

to that already routinely acquired to properly time coronary CT angiography acquisitions 

and two whole heart acquisitions provides clinically important quantitative MBF perfusion 

information at substantially reduced (83% lower in this study) radiation dose compared to 

dynamic CT.

Appendix

Two Compartment Model

The perfusion model used for quantification is a two compartment model with vascular and 

extravascular components connected through a permeable barrier. The measured CT 

numbers of myocardial voxels (Cmeasured) represent the combination of attenuation due to 

tissue (Cbaseline) and attenuation due to iodinated contrast (Ccontrast).

Cmeasured = Cbaseline + Ccontrast

Since the contrast agent remains extracellular in both plasma and tissue, the observed 

contrast agent in the myocardium (Ccontrast) is the sum of its content in blood plasma and in 

interstitial fluid

Ccontrast = (CpV p + Cisf Visf )

where Cp and Cisf are the contrast agent concentrations in plasma and interstitial fluid (in 

HU) and Vp and Visf are the tissue volume fractions (ml/ml tissue). Plasma and interstitial 

compartments are considered well-mixed, and governed by two differential equations

V p
dCp
dt = Fp ⋅ (Cinp

− Cp) − PS ⋅ (Cp − Cisf )

Visf
dCisf

dt = PS ⋅ (Cp − Cisf )

where Fp is the plasma perfusion (in ml/min/g), Cinp
 is the arterial input function for plasma 

arriving in the myocardium, and PS is the permeability surface area product governing 
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exchange across capillary walls. Cinp
 is related to the measured arterial input function Cin by 

a delay and through the bulk hematocrit

Cinp
(t) =

Cin(t − tdelay)
1 − Hbulk

The myocardial perfusion (MBF) is related to the plasma perfusion through the tissue 

discharge hematocrit

MBF =
Fp

1 − Hdischarge

When optimizing full sets of dynamic data, the parameters MBF, Visf, Cbaseline, and tdelay 

were adjusted until the model curve best fit the data. The remaining model parameters were 

fixed at the values in Table A1.

Assignment of Additional Model Parameters for SCDA

The proposed SCDA MBF estimation method relies on too few data points to estimate more 

than one parameter (MBF), so the other three parameters estimated in the full dynamic 

approach need to be fixed at assumed values. Since interstitial fluid volume fraction (Visf) 

did not systematically differ between rest and stress, it was assigned the common fixed value 

of 0.12 (unitless) for static estimation purposes in all rest and stress studies. The myocardial 

baseline CT number from which enhancement rises (Cbaseline) did vary systematically 

between rest and stress, likely because the rest study was always performed first and some 

residual contrast agent persisted through the stress study. Accordingly, we assigned a 

separate fixed baseline for rest studies (47 HU) and stress studies (57 HU), in each case the 

median of the first point of corresponding dynamic TACs (to avoid undue influence from 

potential outliers). Similarly, the delay (tdelay) varied systematically between rest and stress 

studies, likely directly because of the change in physiological state, with a median delay of 

−0.69 seconds for rest studies and −1.42 seconds for stress studies. Note that the delay 

parameter here is negative, indicating that the input function is arriving in the tissue before 

the time we measure it. This is not problematic, and should even be expected, as we measure 

the input function in the descending aorta, which is reached about 3.7 seconds after the 

ascending aorta near the coronary ostia. So, a fit delay of −1.2 seconds would mean that 

contrast reaches the myocardial tissue on average about 3.7-1.2=2.5 seconds after exiting the 

aorta, which is reasonable.

Contrast-free timing bolus baseline attenuation ranged from 35 to 47 HU.

Myocardial Segmentation

We developed custom software in MATLAB to segment the aorta and myocardium in 4D 

dynamic CT image volumes in a semi-automated fashion. The user interactively reoriented a 

representative transaxial volume into a short axis volume, specified the base and apex, and 
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an initial myocardial segmentation was performed automatically via analysis of profiles 

along rays emanating radially from the short axis. This automatic segmentation was 

propagated forward and backward in time and automatically adjusted to better fit each 

acquisition and correct for interframe motion. The resultant dynamic segmentation was 

adjusted interactively to correct any errors. Aortic segmentation was manually determined 

by drawing a volume of interest in the upper descending aorta.

Table A1

Fixed parameter values for all model fits

Parameter Value Description

Vp 0.085 ml/ml tissue Volume fraction of plasma in tissue

PS 1.45 ml/min/g tissue Permeability surface area product

Hbulk 0.45 Bulk hematocrit

Hdischarge 0.45 Tissue discharge hematocrit
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Figure 1. 
Static Cardiac and Dynamic Arterial (SCDA) MBF Estimation Overview. A dynamic arterial 

input function is obtained either by direct measurement (the measured AIF method) or 

prediction via convolution of contrast injection with a timing bolus derived cardiovascular 

transfer function (the predicted AIF method). This input function is combined with a 

perfusion model to yield a prediction of the myocardial contrast enhancement over time 

(myocardial TACs) as a function of MBF. Given the exact timing of the static whole heart 

myocardial acquisition, an enhancement vs. MBF curve (essentially a lookup table) specific 

to the patient, injection, and study can be constructed. The measured myocardial 

enhancement can then be translated to a quantitative MBF estimate using this relationship.
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Figure 2. 
The static cardiac and dynamic arterial (SCDA) acquisition scheme. A) Coronal view of 

scan ranges for the two SCDA acquisition types. The SCDA approach uses thin slice 

acquisitions (magenta axial band) for arterial input function (AIF) data and whole heart 

acquisitions (green axial band) for myocardial response data. B) Comparison of 

representative acquisition timing and radiation dose levels between a full dynamic CT 

perfusion protocol, a bolus tracking series, and the SCDA protocol.
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Figure 3. 
Relationship between myocardial enhancement, MBF, and time. For a given arterial input 

function and perfusion model, there is an expected relationship between myocardial 

enhancement and MBF at any given time. Provided that the time is not too early (i.e. before 

contrast arrival) and not too late (i.e. after enhancement peak), this expected relationship is 

monotonic, and an observed myocardial enhancement corresponds to a unique MBF value.
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Figure 4. 
Arterial Input Function prediction from timing bolus and single myocardial acquisition. 

Timing bolus aortic data (blue circles) are fit with a gamma variate (blue line). Timing bolus 

injection is deconvolved out of gamma variate to obtain the cardiovascular transfer function 

between injection site and aorta. This transfer function is convolved with the larger perfusion 

injection to predict the dynamic input function (prediction is dashed orange line; data is 

orange diamonds). The convolved prediction is scaled to pass through single whole heart 

measured aortic attenuation (whole heart acquisition time indicated with vertical dotted line, 

scaled convolved prediction is solid orange line). Panel A shows one case where prediction 

works relatively well (−10% error in area under curve without scaling, 1% error with 

scaling), panel B shows another case where unscaled prediction works poorly (−79% error) 

but scaled prediction works well (3% error), and panel C shows another case where both 

unscaled and scaled prediction perform poorly (−66% error and −24% error, respectively).
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Figure 5. 
Static MBF Estimation Performance, with fixed myocardial baselines (panels A and B) or 

with study-specific myocardial baselines (panels C and D). Static MBF estimates for rest 

(blue circles) and stress (orange squares) are plotted against the reference standard dynamic 

MBF estimates (left panels). The dashed line is the identity line and the solid line is the line 

of best fit. The same data is presented in a Bland-Altman plot (right panels). The solid line is 

the median bias and the dotted lines represent the limits of agreement for non-gaussian data, 

all numbers in units of ml/min/g.
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Figure 6. 
Static MBF estimation performance for resting studies using scaled predicted arterial input 

function vs dynamic MBF (open circles). For reference, the corresponding static MBF 

estimates using the measured input functions are also plotted vs dynamic MBF (filled dots). 

Both sets use the study-specific myocardial baselines. The identity line (dashed) is plotted 

for reference, and the solid line segment is the line of best fit for the open circles.
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Figure 7. Sources of error in static MBF estimation
Myocardial Enhancement Error (upper left panel): Myocardial enhancement is the difference 

between the myocardial CT number at the static acquisition time (vertical blue dotted line) 

and a baseline myocardial CT number, which can be either a fixed number (horiz. green 

dotted line) or the myocardial CT number at the first dynamic time point (filled green 

circle), so enhancement error is the sum of the baseline error and the static point error. Delay 
Error (upper right panel) and Visf Error (lower panel) affect the location in time (for delay) 

or shape (for Visf) of the model fit curves, leading to changes in the shape and location of 

the mapping between myocardial enhancement and static MBF estimate (insets in all 

panels). Example static MBF estimates for the illustrated data (with a 33 HU myocardial 

enhancement) are shown in magenta on each inset.
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Table 1

Patient Demographics

Number of subjects 28

Gender 21% Female

Age 65 ± 9 yrs

BMI 31 ± 5 kg/m^2

Ischemia present on PET 68%

Infarct present on PET 21%

Mean stress heart rate increase during CT 20 ± 11 bpm

Mean stress systolic blood pressure increase during CT −8 ± 18 mmHg

DLP (for entire dynamic rest, dynamic stress, and CTA sequences) 600 ± 82 mGy*cm

Total Effective Dose (for entire dynamic rest, dynamic stress, and CTA sequences) 8 ± 1 mSv

DLP= Dose length product
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Table 2

Error between measured and predicted aortic input functions

Predicted Input Function Predicted Input Function Scaled to Static Input Value

Mean % Error in AUC −34% ± 27% −7% ± 26%

RMS % Error in AUC 42.6% 26.0%

Error in Peak Timing (mean ± s.d.) 1.05 ± 1.28 seconds

AUC = area under the input function curve above the contrast-free baseline from the time of injection to the myocardial acquisition time point. 
N=14 patients at rest
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Table 3

Dynamic Model Fit Optimized Parameter Values

MBF (ml/min/g) Baseline (HU) Delay (sec) Visf

Rest (N=27) 0.80 ± 0.19 48.0 ± 3.2 −0.49 ± 1.52 0.10 ± 0.11

Stress (N=27) 1.55 ± 0.50 58.8 ± 5.5 −1.24 ± 1.80 0.11 ± 0.09

All (N=54) 1.18 ± 0.53 53.4 ± 7.0 −0.86 ±1.69 0.11 ± 0.10

All parameters are reported as mean ± standard deviation. Delay is the time interval between the measured input function in descending aorta and 
its arrival in myocardial tissue. Visf is the interstitial fluid volume fraction.
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Table 4

Performance of proposed static MBF estimation compared to dynamic MBF estimation for approach using a 

single static acquisition, with shared baseline correction value for all rest and for all stress studies, and a 

double acquisition approach using a baseline acquisition and single contrast enhanced acquisition.

Single Acquisition RMSE in SCDA MBF (ml/min/g) Bias ± SD (ml/min/g) Correlation Coefficient

Rest (N=27) 0.15 (0.16) −0.01 ± 0.15 (−0.00 ± 0.16) 0.69 (0.69)

Stress (N=27) 1.57 (1.03) 0.44 ± 1.54 (0.31 ± 1.00) 0.47 (0.68)

All (rest & stress) (N=54) 1.17 (0.74) 0.21 ± 1.11 (0.15 ± 0.73) 0.61 (0.77)

Stress (excl. outlier, N=26) 0.65 (0.89) 0.17 ± 0.64 (0.21 ± 0.87) 0.75 (0.72)

All (rest & stress excl. outlier) (N=53) 0.47 (0.63) 0.08 ± 0.47 (0.10 ± 0.63) 0.83 (0.79)

Double Acquisition

Rest (N=27) 0.11 (0.11) 0.01 ± 0.02 (0.02 ± 0.11) 0.83 (0.84)

Stress (N=27) 0.48 (0.51) −0.02 ± 0.49 (−0.04 ± 0.52) 0.80 (0.84)

All (rest & stress) 0.35 (0.37) −0.00 ± 0.35 (−0.01 ± 0.37) 0.85 (0.86)

RMSE = root mean square error; SD = standard deviation; The values to the left of the parentheses are derived from preferred timing of contrast-
enhanced myocardial acquisition (approx. input peak + 2 sec); values in parentheses are derived from a slightly later acquisition (approx. input peak 
+ 4 sec).
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Table 5

Performance of MBF estimation process from predicted vs. measured arterial input functions (AIF) and 

double cardiac CT acquisition

RMSE (ml/min/g) Mean Bias ± S.D. Correlation Coefficient

Predicted AIF (with outlier) 2.02 0.61 ± 2.00 0.66

Predicted AIF (w/o outlier) 0.25 0.08 ± 0.25 0.78

Measured AIF 0.08 0.00 ± 0.08 0.84

N=14 rest studies
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