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SUMMARY

How organisms perceive and respond to their surroundings is one of the great questions in
biology. It is clear that RNA plays key roles in sensing. Cellular and environmental cues that
RNA responds to include temperature, ions,metabolites, and biopolymers. Recent advances in
next-generation sequencing and in vivo chemical probing have provided unprecedented in-
sights into RNA folding in vivo and genome-wide. Patterns of chemical reactivity have impli-
cated control of gene expression by RNA and aided prediction of RNA structure. Central to
these advances has been development of molecular biological and chemical techniques. Key
advances are improvements in the quality, cost, and throughput of library preparation; avail-
ability of awider array of chemicals for probing RNA structure in vivo; and robustness and user
friendliness of data analysis. Insights from probing transcriptomes and future directions are
provided.
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1 INTRODUCTION

This review focuses on the development of biological and
chemical techniques for studying RNA folding in vivo.
However, technique development in and of itself can ring
hollow. Regarding the mere development of technique, a
leader of the American studio glass movement, Harvey Lit-
tleton famously said, “Technique is cheap” (Byrd 2011). To
give value to technique development in probing RNA fold-
ing genome-wide and in vivo, we root our motivation in the
desire to understand RNA biology.

Inmany organisms, themajority of the genome appears
to be transcribed, a concept known as “pervasive transcrip-
tion” (Lybecker et al. 2014), leading to an astonishing but
daunting array of RNA species, with hundreds of thousands
of different RNAs in a living organism. For instance, in
humans, 75%–85% of the genome is transcribed with just
1.5%–2% being protein coding (Pennisi 2012; Hangauer
et al. 2013), and in Escherichia coli the majority of the
genome is transcribed (Wade 2015) with pervasive tran-
scription mostly occurring antisense to protein-coding
genes (Lybecker et al. 2014). Adding to the challenge, the
many varied functions of RNA typically manifest them-
selves in a meaningful way only in vivo. The RNA biologist
is thus faced with the difficulty of probing vast numbers of
RNA molecules in vivo and genome-wide to make sense of
the natural world. This has been the primary driver of tech-
nique development in the RNA structural genomics field.
Tomotivate probing of RNA structure in vivo and genome-
wide, we describe some of the myriad roles RNA plays in
nature, many of which remain to be explored, and then
briefly discuss its range of structures and the intermolecular
interactions.

Two broad functions of RNA are coding genetic infor-
mation and regulating gene expression. Messenger RNAs
(mRNAs) are unique in that they contain both coding and
noncoding regions and so can partake in both roles. Stand-
ing as the intermediary betweenDNAandproteins,mRNAs
comprise an ideal point in the flowof genetic information to
control gene expression. That control often manifests itself
in the 5′ and 3′ untranslated regions (UTRs) of mRNAs,
which regulate translation initiation and mRNA turnover
(Babitzke et al. 2009; Sonenberg and Hinnebusch 2009;
Schoenberg and Maquat 2012). In addition, the coding se-
quence (CDS) itself can be a point of regulation; indeed,
protein levels are often not directly proportional to mRNA
levels (Ghaemmaghami et al. 2003; Taniguchi et al. 2010;
Walley et al. 2016), suggesting additional functions for
mRNAs, and splicing isoforms offer another type of regu-
latory control. Recent studies suggest thatmRNAscan chap-
erone protein folding throughRNAstructure–based control
of translation rate (Watts et al. 2009; Tang et al. 2016) or by

interacting with proteins themselves to help them fold or
retain their functional conformations (Docter et al. 2016;
Horowitz and Bardwell 2016).

RNAs that do not encode proteins, referred to as non-
coding RNAs (ncRNAs), make up all the RNAs in an or-
ganism other than mRNA. This broad class of RNAs is
the majority both in terms of mass and diversity. The
ncRNAs include familiar highly structured and abundant
RNAs such as ribosomal RNAs (rRNAs) and transfer RNAs
(tRNAs), as well as introns (Lambowitz and Belfort 2015),
long noncoding RNAs (lncRNAs) (Kung et al. 2013), and
small RNAs such as the∼20–30-nt microRNAs (miRNAs),
small interfering RNAs (siRNAs), and Piwi-interacting
RNAs (piRNAs) in eukaryotes (Grosshans and Filipowicz
2008; Axtell 2013), and the ∼50–500-nt small RNAs in
bacteria (Storz et al. 2011). Multiple lines of support, in-
cluding sequence conservation and crystal structures, have
shown that introns have complex structures that include
catalytic domains and engender complex RNA–protein in-
teractions (Marcia and Pyle 2012). Assessing structure–
function relationships of lncRNAs is an active area of re-
search. Some studies have concluded that lncRNAs have
conserved and biologically important structures (Maenner
et al. 2010; Novikova et al. 2012a; Fang et al. 2015; Soma-
rowthu et al. 2015; Hawkes et al. 2016), although others
have not found such support using tests for statistical sig-
nificance (Rivas et al. 2017). This is an important topic in
whichmore data are needed before universal paradigms can
be considered (Novikova et al. 2012b). Other RNAs such as
miRNAs and siRNAs form extensive base-pairing with
mRNAs, leading to double-stranded regions that control
RNA stability and translation.

Because it is single stranded, RNA can form an astound-
ing array of structures that aremore protein-like thanDNA-
like in terms of their complexity and hierarchical nature.
These structures are often modular and can comprise mo-
tifs as simple as base-paired double-stranded regions that
form in trans or in cis (Bloomfield et al. 2000; Leontis and
Westhof 2001), and as complex as intricate tertiary struc-
tures such as pseudoknots, ribose zippers, and kink turns
(Westhof andAuffinger 2006). Thesemotifs can also lead to
independent folding domains in sufficiently large RNAs
like the group I intron and the ribosome (Noller andWoese
1981; Murphy and Cech 1993). Each of these structural
classes has important biological functions. For example,
in humans and other higher organisms, double-stranded
RNA (dsRNA) is recognized as a pathogen-associated mo-
lecular pattern (PAMP) in innate immunity by proteins
such as protein kinase R (PKR) and retinoic acid-inducible
gene I (RIG-I) (Heinicke et al. 2011; Jensen and Thomsen
2012). Indeed, dsRNA structures and certain RNA modi-
fications allow discrimination between self and nonself
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(Nallagatla et al. 2011). Other biological roles of dsRNA in
eukaryotes include base-pairing by miRNA, siRNA, and
piRNA, in which structures form in trans primarily by
base-pairing with mRNA, leading to RNA silencing, regu-
lation of gene expression, and epigenetic events (Grosshans
and Filipowicz 2008; Axtell 2013). In prokaryotes, helical
regions, typically in the 5′ UTR or early in the CDS, are
critical to controlling transcription and translation (Merino
and Yanofsky 2005; Babitzke et al. 2009). These regions
comprise the expression platform of riboswitches (Fig. 1)
and can switch their base-pairing between mutually exclu-
sive folds to sequester or expose critical elements that inter-
act with ligands to dictate transcription, termination, or
initiation of translation (Nudler and Mironov 2004; Tucker
and Breaker 2005; Smith et al. 2010). Additionally, simple
helices often form upstream of heat shock proteins in mi-
croorganisms and serve as RNA thermometers, melting out
at higher temperatures to expose the Shine–Dalgarno se-
quence and drive translation (Narberhaus et al. 2006).

The first unveiling of the complexity of RNA tertiary
structures came with the structure of tRNA (Kim et al.
1973). This structure revealed that RNA can form globular
shapes with diverse interactions including non-Watson–
Crick base pairs and interhelical interactions. Since that
time, hundreds of RNA structures have appeared, including
aptamers, riboswitches, ribozymes, the ribosome, and the
spliceosome. The details of these structures are beyond the
scope of this review, but collectively they show that RNA

can achieve positioning of atoms that allows it to be an
enzyme and to recognize small molecules specifically and
tightly to regulate gene expression.

The versatility of RNA in forming both simple and com-
plex structures allows it to engage in diverse interactions
with other molecules, ranging from base-pairing with small
RNAs to forming binding pockets for diminutive cations
and anions (e.g., Mg2+, Mn2+, and F−) and complex metab-
olites (e.g., vitamins, coenzymes, nucleotide derivatives, and
amino acids), as well as binding structural, processing and
signaling proteins (e.g., ribosomal, capping/decapping,
spliceosomal, and P-body proteins) (Grosshans and Filipo-
wicz 2008; Re et al. 2014; McCown et al. 2017). Of course,
mRNA and rRNA also form intermolecular interactions
with each other and with tRNA to decode the genome. It is
this dizzying array of structures and intermolecular inter-
actions whose biology only makes sense in vivo that makes
RNA an enticing yet challenging molecule for in-depth
study. Uncovering the folds of RNAs in vivo and genome-
wide has inspired our laboratories and those of others to
develop new techniques that span biology and chemistry.

2 TECHNIQUE: THE CHEMISTRY OF PROBING
RNA STRUCTURE

The structure of RNA can be determined by a variety of
experimental methods. X-ray crystallography and nuclear
magnetic resonance (NMR) spectroscopy offer atomic res-
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Figure 1. RNA can adopt diverse and multiple folds. Shown is an RNA transcript with a Shine–Dalgarno sequence
(SD). The RNA can bind a ligand, which could be a cation, anion, metabolite, protein, or other RNA, depicted as a
star. (A) RNA binds a ligand, shown here in a kissing loop/pseudoknot tertiary structure, that sequesters the SD and
prevents ribosome binding resulting in the absence of protein production. This is the more common type of
riboswitch found for negative feedback. (B) A different RNA binds a ligand in a loop structure that releases the
SD and allows ribosome binding resulting in protein production. This less common type of riboswitchmight be for a
toxic ligand and the protein produced could pump the ligand out of the cell. Not shown is the effect of temperature,
which might melt the right hairpin in B (left) and expose the SD to translate a heat shock protein. The examples here
are for prokaryotes but RNAs adoptmultiple base-paired and tertiary structures in eukaryotes as well. The diversity of
RNA fold and function motivates development of in vivo genome-wide probing technologies.
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olution views, whereas electron cryomicroscopy (cryoEM)
is playing an increasingly important role in determining the
structures of large and important RNAs at moderate reso-
lution (Nguyen et al. 2016). Although deep insights have
been generated from these approaches, they are low-
throughput and cannot keep pace with the generation of
genomic data, which can now be obtained in a matter of
days via next-generation sequencing (Shendure et al. 2017).
Moreover, crystallography cannot generally resolve dynam-
ic molecules or all the states of structure-switching RNAs.
Finally, most crystallography, NMR, and cryoEM structures
obtained are not in the cell and so do not reflect cellular
crowding, metabolites, and other RNA-interacting mole-
cules (Leamy et al. 2016) or the potential kinetic effects of
cotranscriptional folding (Watters et al. 2016a).

Methods for probing RNA structurewith chemicals and
enzymes have been known for nearly 40 years (Peattie and
Gilbert 1980; Ehresmann et al. 1987). We begin by tracing
the development of RNA structure probing, starting with
the chemistry used; we then describe how studies moved
from in vitro to in vivo; and finally we present more recent
advances that have moved the field from gene-specific to
genome-wide. Because enzymes have not generally been
used to query RNA structure in vivo, our focus here is on
chemical probes.

Before we describe the various chemical reactions and
their specificities, we consider how the chemical modifica-
tions can be detected. Modifications can be read out several
different ways. For chemicals that cleave the backbone—
often accomplished via workup with a second reagent—
RNA can be fractionated by polyacrylamide gel electropho-
resis (PAGE) and analyzed alongside sequencing lanes. For
chemicals that modify the RNA on the Watson–Crick face,
as well as those that cleave the backbone, primer extension
by reverse transcription (RT) can be used to query the RNA
according to resultant RT termination or runoff (Inoue and
Cech 1985; Ehresmann et al. 1987; Bloomfield et al. 2000).
When combined with next-generation sequencing, primer
extension is typically achieved genome-wide with the aid of
random hexamers and can be used not only with RT stops
but also with mutational profiling wherein polymerase
readthrough of the modification generally leaves behind a
mutation (Siegfried et al. 2014; Zubradt et al. 2017) (see
Section 3). Reverse transcription has proven to be the
most important of these readout methods for in vivo and
genome-wide probing of RNAstructures because the result-
ing complementary DNA (cDNA) libraries can be interro-
gated by next-generation sequencing methods.

Chemistry has been established that queries nearly every
aspect of RNA structure. Figure 2 shows this chemistry and
also denotes whether the reactions directly result in a stop
during reverse transcription orwhether additional reactions

are needed to read out the base-pairing status of the nucle-
otide. Probes have been identified that react with the Wat-
son–Crick, Hoogsteen, and sugar faces of the base, the
ribose sugar, and the phosphate, as reviewed in Ehresmann
et al. (1987) with recent advances presented inMerino et al.
(2005), Spitale et al. (2013), Umeyama and Ito (2017), Feng
et al. (2018), and Mitchell et al. (2018). Dimethyl sulfate
(DMS) reacts with A(N1) and C(N3) on theWatson–Crick
face, as well as G(N7) and A(N3) in the major and minor
grooves, respectively, where it has also been used to probe
dsDNA (Lawley and Brookes 1963; Umeyama and Ito
2017). Kethoxal is used to probe the Watson–Crick face of
G, whereas selective 2′-hydroxyl (2′-OH) acylation ana-
lyzed by primer extension (SHAPE) reacts with the 2′-OH
(Merino et al. 2005) and light-activated structural examina-
tion of RNA (LASER) modifies the C8 position of purines
(G>A) (Feng et al. 2018). Importantly, the above reactions
can all be used in vivo as well (Fig. 2B), except that glyoxal
has been used more than kethoxal in vivo (Mitchell et al.
2018). In addition, the following reactions occur exclusively
in vitro: diethylpyrocarbonate (DEPC) with A(N7), 1-cy-
clohexyl-3-(2-morpholinoethyl) carbodiimide metho-p-
toluene sulfonate (CMCT) with U(N3), bisulfite with C
(C4–C6), and ethylnitrosourea (ENU) with phosphates.

Early work probed the structures of individual RNAs in
vitro and allowed secondary structure models to be devel-
oped (Ehresmann et al. 1987; Bloomfield et al. 2000). The
importance of measuring RNA folding in vivo was realized
relatively early on and applied to single, abundant tran-
scripts. Seminal studies probed DNA–protein and RNA–
protein structures in vivo, taking advantage of the ability of
DMS to modify the Hoogsteen face of G in fully dsDNA
(Nick and Gilbert 1985), as well as the Watson–Crick faces
of A and C in single-stranded RNA (ssRNA) (Climie and
Friesen 1988; Ares and Igel 1990; Senecoff and Meagher
1992). Subsequent studies by Zaug and Cech on three dif-
ferent RNA species in living Tetrahymena thermophila re-
vealed that RNA structure is often altered by proteins (Zaug
and Cech 1995): In the case of the U2 small nuclear RNA
(snRNA) and telomerase RNA, very different folds were
found in vivo and in vitro that could be explained in terms
of protein binding in vivo, whereas the self-splicing rRNA
intron had the same fold in vivo and in vitro supporting it
acting alone as an enzyme.

The above in vitro chemistry has been applied in vivo,
albeit in amore limitedway, with four chemicals reported to
date (Fig. 2B). Small, neutral, and somewhat hydrophobic
chemicals seem to work best, as they can permeate the cell
membrane/cell wall (Fig. 2C). At present, DMS, SHAPE
(2-methylnicotinic acid imidazolide, NAI), glyoxal, and
LASER (nicotinoyl azide, NAz) have been used in vivo in
organisms that include plants, human cells, and bacteria.
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Sometimes, small alterations to the reagents improve their
performance. For instance, probing with SHAPE has been
reported in living cells (Spitale et al. 2013; Smola et al.
2015a), with optimal probing and permeability reported
with the SHAPE reagent NAI (Lee et al. 2016), whereas
methyl- and phenyl-glyoxal provide stronger signals than
glyoxal in vivo (Mitchell et al. 2018). For LASER, the small
molecule NAz leads to a highly reactive nitrene species on
exposure to ultraviolet (UV) light, which is detectable by
reverse transcription (Feng et al. 2018), perhaps because it
drives the syn conformation of the base.

Some of the above four in vivo chemical reagents are
sensitive to base-pairing, although others are not. For in-

stance, reaction of A(N1) and C(N3) with DMS, as well as
reaction of G, C, and A with glyoxal are blocked by Wat-
son–Crick base-pairing. Additionally, reaction of SHAPE is
greatly reduced on base-pairing (McGinnis et al. 2012).
On the other hand, reaction of G(N7) and A(N3) with
DMS is not sensitive to Watson–Crick base-pairing but
only to unusual base pairs and triples. Additionally, because
LASER modification occurs at a non-hydrogen bonding
position (C8 of G or A), it is not generally sensitive to any
base-pairing (Feng et al. 2018). The latter two sets of reac-
tions are potentially powerful because their reactivity
should be impaired at nucleotides engaged in protein bind-
ing or tertiary structure, and thus absence of chemicalmod-
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Figure 2.Current state of chemical probing of RNA structure in vitro and in vivo. Shown are the standardGC andAU
Watson–Crick base pairs. Reaction of the Watson–Crick face will only occur if the base is not protected by base-
pairing or interacting with a protein or small molecule. Sites of reaction of RNA structures (A) in vitro and (B) in vivo
are provided. The following chemical reagents are common to in vitro and in vivo approaches: Dimethyl sulfate
(DMS) reacts with A(N1) and C(N3) on the Watson–Crick face, as well as the G(N7) and A(N3); the latter two
require additional workup (denoted with a plus sign) of the reaction in the presence of an amine to induce
depurination (Ehresmann et al. 1987; Bloomfield et al. 2000; Gates 2009). Glyoxal (Kethoxal in vitro, see below)
reacts with the amidine functionality on the Watson–Crick face of G, C, and A, with a preference for G, and can be
directly detected by reverse transcription. The SHAPE reagents acylate the 2′-hydroxyl group (2′-OH) of the sugar of
all four nucleosides, whereas the LASER reagent reacts with purines at the C8 position, with a preference for G>A.
Both SHAPE and LASER reactions can be directly detected by reverse transcription. The following reagents are
exclusive to in vitro reactions at this point: diethylpyrocarbonate (DEPC) reacts with A(N7); 1-cyclohexyl-3-(2-
morpholinoethyl) carbodiimide metho-p-toluene sulfonate (CMCT) reacts with U(N3); bisulfite reacts with C(C4–
C6), and ethylnitrosourea (ENU) reacts with the phosphates. Generally, kethoxal has been used in vitro and is
reported to be G-specific. Detection of DEPC and ENU require additional chemical treatment (denoted with a
plus sign), whereas CMCT and bisulfite can be directly detected by reverse transcription. (These panels are adapted
from Ehresmann et al. 1987.) (C) Four chemicals used to date for in vivo chemical probing of RNA. Note that these
chemicals are small, neutral, and relatively hydrophobic (R = H, CH3, phenyl).
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ification should provide a readout of the presence of those
phenomena.

Deeper insights into biology require amore holistic view
than that provided by just one or a few transcripts. It was
the confluence of the above seminal experiments, which
worked out nucleic acid–probing chemistry and reverse
transcription in the test tube and then living cells, and
next-generation sequencing that set the stage for the devel-
opment of techniques to query RNA folding in vivo and
genome-wide. The next section provides the rationale be-
hind the approaches taken at the level of library preparation.
Each of these approaches relies on at least one of the above
chemicalmodifications of the RNA, with readout by reverse
transcription stops or mutational profiling.

3 TECHNIQUE: THE MOLECULAR BIOLOGY
OF PROBING RNA STRUCTURE IN VIVO
AND GENOME-WIDE

The previous section considered the various chemistries
that allow RNA structure to be probed in vivo. We pre-
sented a growing list of RNA-reactive membrane-permeant
chemicals. Probing RNA structure in vivo first began with
the application of DMS 30 years ago (Climie and Friesen
1988), and more recently SHAPE, glyoxal, and LASER ap-
proaches were added (Spitale et al. 2013; Smola et al. 2015a;
Feng et al. 2018; Mitchell et al. 2018). These four reagents
have opened the door to current efforts at probing RNA
structure genome-wide and in vivo. During a given treat-
ment of a living organism, all of the RNAs in vivo to which
the reactive base is exposed are amenable tomodification by
these chemicals. The challenge then becomes to decode the
sites of reactivity and to score them quantitatively.

In this section we shift our focus from the chemistry of
RNA to the reading out of the reactivities, which involves
application of molecular biology and nucleic acid sequenc-
ing approaches. These techniques are multistep and gener-
ally quite complex, perhaps not unlike a many-step natural
product synthesis for an organic chemist. The goal of this
section of the review is not to provide a step-by-step ac-
counting of these methods or to present protocols on how
to perform these experiments; indeed, our laboratory and
others have published such reviews and protocols previous-
ly and we direct the interested reader to these (Low and
Weeks 2010; Weeks 2010; Wan et al. 2011; Spitale et al.
2014; Kwok et al. 2015; Bevilacqua et al. 2016; Ritchey
et al. 2018; Tack et al. 2018). Rather, we wish to trace the
rationale behind the development of the molecular biology
aspects of the techniques, giving consideration to how the
various approaches differ. We hope that this point of view
will facilitate the future growth of this field, which is still ripe
for innovation. However, beforewe describe in vivo probing

of RNA genome-wide, it is important to consider early
foundational studies that allowed RNA structure to be
probed genome-wide in vitro.

Genome-wide in vitro studies took advantage of the
favorable properties of ribonucleases (RNases) as reagents
because the membrane impermeability inherent to en-
zymes is not an issue in vitro. Fragmentation sequencing,
or FragSeq, probed RNA structure with the ss-specific
RNase P1 and analyzed sites of reaction with next-genera-
tion sequencing (Underwood et al. 2010). In the same year,
parallel analysis of RNA structure (PARS) was developed,
which uses a combination of ss- and ds-specific RNases
(Kertesz et al. 2010). This technique enabled development
of parallel analysis of RNA structure with temperature ele-
vation (PARTE), a temperature-dependent version of PARS
(Wan et al. 2012). The unique feature of PARS and PARTE
was the use of RNase V1, which allows direct detection of
double-stranded regions of the RNA (Lockard and Kumar
1981; Lowman and Draper 1986). Protein footprinting was
assessed genome-wide in vivo with the invention of protein
interaction profile sequencing (PIP-seq) in which RNAs
and proteins are first cross-linked in vivo followed by ex-
traction and treatment with ss- and ds-specific RNases with
and without treatment by proteinase K, which degrades
proteins (Silverman et al. 2014). The issue of protein bind-
ing in vivo is an important one and this approach is notable
for taking it on. The in vitro RNA structure-determining
aspects of PIP-seq have several concerns, however, includ-
ing buffer mismatch between RNase treatments and the
potential for RNA refolding on protein degradation. Final-
ly, at least one genome-wide in vitro study has taken advan-
tage of membrane impermeant chemicals to probe RNA
structure. In chemical interference of RNA structure se-
quencing (CIRS-Seq), CMCT, which does not react in
vivo (D Mitchell, SM Assmann, and PC Bevilacqua, un-
publ.), likely because its size and charge prevent cell mem-
brane permeation, was used along with DMS to offer
chemical information on all four bases in vitro and ge-
nome-wide because CMCT can react with G/U and DMS
reacts on the Watson–Crick face with A/C (Incarnato et
al. 2014). This provided an information-rich view of RNA
folding in vitro. In sum, the above methods have taken
advantage of a warehouse of known RNA-reactive enzymes
and chemicals (Bloomfield et al. 2000), which allows exten-
sive analysis of RNA structure genome-wide but in vitro.
These studies have inspired, and continue to inspire, devel-
opment of in vivo reagents that have the desirable properties
of reacting with diverse functionalities on the RNA as well
as with unique RNA structural motifs.

The first two reports of probing RNA structure genome-
wide and in vivo appeared in a single journal issue in 2014.
These studies included the Structure-seq method from
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our laboratories and the DMS-seq approach from the
Weissman laboratory (Ding et al. 2014; Rouskin et al.
2014). Shortly thereafter, modification sequencing (Mod-
seq) was reported from the McManus laboratory (Talkish
et al. 2014). A diagram comparing these methods is pro-
vided in Figure 3. After in vivo treatment with the structure-
probing chemical, the process of analyzing RNA structure
genome-wide and in vivo begins with extraction of the
treated RNA, typically using a commercial kit. Unless it is
the focus of the study, rRNA needs to be removed from the
extracted RNA because rRNA accounts for ∼80% of all of
the RNA in a cell and will otherwise waste an enormous
number of next-generation sequencing reads. Removal of
rRNA can be accomplished by a subtractive method such as
Ribo-Zero, in which the rRNA binds to complementary
oligonucleotides and is pulled down. The Ribo-Zero ap-
proach is critical in cases in which there is no common
sequence, like a poly(A) tail, to capture the RNAs of interest.
Alternatively, the RNA of interest can be pulled down leav-
ing behind rRNA. The most common method uses an ol-
igonucleotide deoxythymine (oligo-dT) column to collect
polyadenylated mRNA (Ding et al. 2014; Rouskin et al.
2014), although one could alternatively extract only a single
RNA or a specific collection of RNAs using appropriate

capture oligonucleotides. It is also possible to use gene-
specific primers to focus in on a single RNA without first
removing rRNA or enriching for the RNA of interest. For
instance, our laboratory used gene-specific primers to target
single RNAs (U12 snRNA, 25S rRNA, 5.8S rRNA, and
PSBA) in plants (Arabidopsis) and to probe their in vivo
structures with both DMS and the SHAPE reagent NAI.
Using a ligation-mediated polymerase chain reaction
(LMPCR) approach, we increased the sensitivity of the
method to attomole level detection (Kwok et al. 2013). Si-
mons and colleagues probed the structure of lncRNA Xist
in mouse cells by tiling 87 different gene-specific primers
spaced ∼200 nt apart along the ∼17,000 nt RNA (Fang
et al. 2015). They dubbed this method “targeted Structure-
seq” because it is based on Structure-seq (Ding et al. 2014)
and targets a single RNA. In addition, Lucks and colleagues
have reported a pipeline for applying SHAPE in vitro or in
vivo to a collection of RNAs and generating restraints for
RNA folding via SHAPE-Seq (Watters et al. 2016b).

The Structure-seq, DMS-seq, and Mod-seq methodol-
ogies all proceed to form libraries but use quite different
approaches. In an effort to minimize the universally nega-
tive impacts of RNA degradation, we designed Structure-
seq to have its RT process of converting RNA into cDNA
relatively early on in the pipeline (Ding et al. 2014). We
convert RNA to cDNA immediately after poly(A) selection,
whereas DMS-seq andMod-seq have two or four additional
RNA-handling steps, respectively, before RT (Fig. 3) (Kwok
et al. 2015). To increase coverage in preparing the library,
we conduct RT using a primer whose 3′ end is composed of
a library of random hexanucleotide sequences (N6) to fa-
cilitate random priming, but whose 5′ end has an adapter
sequence to bind to TruSeq reverse primers that barcode for
a given condition and allow Illumina sequencing (Ding
et al. 2014). It is then necessary to append a fixed sequence
to the other end of the cDNA to enable PCR, which we do
via intermolecular ligation of a ssDNAadapter. This sample
then undergoes PCR and next-generation sequencing. Re-
cently, we introduced “Structure-seq2”—a significantly im-
proved version of the original Structure-seq (Ritchey et al.
2017).

DMS-seq andMod-seq enhance coverage not via a ran-
domized section of a primer, but with fragmentation of the
RNA, conducted via Zn2+-mediated hydrolysis (Rouskin
et al. 2014; Talkish et al. 2014). Both approaches then ligate
on a 3′-RNA adapter, followed by RT and a subsequent
intramolecular ligation to form cDNA circles that are sub-
ject to PCR amplification and next-generation sequencing.
The Mod-seq technique has an additional step of 5′-RNA
adapter ligation that allows a later 5′-adapter subtractive
hybridization to remove samples that have no chemicalmod-
ification wherein the RT reads through to the 5′-adapter.

Treat living organism in vivo with a chemical
(DMS, SHAPE, glyoxal, LASER)

Convert RNA to cDNA
(N6 randomization, in Structure-seq only) DMS-seq/

Mod-seq

Intramolecular
ligation

DMS-seq/
Mod-seq

Random
fragmentation

DMS-seq/
Mod-seq

Mod-seq
5′ adapter 

subtractive

hybridization

Ligate 

5′ primer

Structure-seq

Extract all RNAs

Ligate 3′ primer

PCR and NGS

Deplete rRNA/or enrich for your RNAs/or gene-specific primer

Figure 3. Comparison of the Structure-seq, DMS-seq, and modifica-
tion sequencing (Mod-seq) in vivo genome-wide RNA structure
probing techniques. Structure-seq is shown in magenta font. Addi-
tional steps present in DMS-seq and Mod-seq are depicted in dark
blue and light blue font, respectively. Note the extra steps before
conversion of RNA to cDNA in DMS-seq and Mod-seq as well as
the different points of enhancing coverage in the various techniques.
Mod-seq has the most steps of all techniques. PCR, Polymerase chain
reaction; NGS, next-generation sequencing.
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There are several key differences in the libraries pro-
duced by these three methods. In Structure-seq2 and
Mod-seq, reads from a minus chemical lane are used to
correct for background stops, which can arise from RNA
secondary structure, covalent modification, or strand scis-
sion attributable to degradation or processing. In addition,
both Structure-seq and Mod-seq use single-hit kinetics in
which only about one in 200 RNA nucleotides is modified;
this is generally desired because modification can refold the
RNA and reduce reads near the 5′ end of the RNA. The
DMS-seqmethod does not use aminusDMS correction nor
single-hit kinetics. In addition, although Mod-seq libraries
have fewer unmodified reads owing to its adapter subtrac-
tive hybridization, as a result it also does not have an accu-
rate tally on the total number of reads in a given RNAand so
may not wholly account for transcript abundance.

Several other improvements in the technique of library
preparation have recently appeared. Chang, Spitale, and
coworkers introduced an improvement to their NAI
SHAPE reagent in the method of in vivo click SHAPE, or
icSHAPE (Spitale et al. 2015). In this technique, their NAI
reagent is fused to an azido group, which can be attached to
a biotin functionality via copper-free click chemistry to
enrich for SHAPE-modified RNAs via a streptavidin pull-
down. This technique achieves a similar result as Mod-seq
—removal of unmodified RNAs from the library—although
it is achieved for Mod-seq by capturing the undesired
RNAs, whereas for icSHAPE it is accomplished by captur-
ing the desired RNAs.

Two other improvements in preparation of genome-
wide in vivo RNA libraries involve the reading out of
multiple modifications from a single sequencing read.
Weeks and coworkers introduced mutational profiling in
SHAPE-MaP, in which SHAPE-modified nucleotides in-
duce a mutation during RT rather than a stop (Siegfried
et al. 2014; Smola et al. 2015b; Busan and Weeks 2017).
The mutation is achieved by altering the RT conditions,
specifically using Mn2+ with the reverse transcriptase Su-
perscript II (SSII). The primary advantage of SHAPE-MaP
is that correlated modifications in a single RNA can be
identified, essentially turning themethod into a single-mol-
ecule experiment. For instance, two alleles can be moni-
tored simultaneously, potentially overcoming sequence
and structural polymorphism. Weeks and coworkers also
used SHAPE-MaP correlations to predict RNA pseudo-
knots (Siegfried et al. 2014). Rouskin and coworkers adapt-
ed mutational profiling to DMS modifications in DMS-
MaPseq, wherein a thermostable group II intron reverse
transcriptase (TGIRT) is used to obtain mutational data
(Zubradt et al. 2017). As compared with the SSII-Mn2+

method, these investigators achieved significantly higher
detection of adenine methylation (48% vs. 1.4% in one

instance) and significantly lower rate of insertions/deletions
(indels) (6% vs. ∼33%), which is helpful for accurate map-
ping. Another technical advantage ofmutational approach-
es is that library preparation is simplified and more closely
follows standard RNA-seq protocols.

It is worth briefly considering some of the biological
insights that have been gained via these techniques. These
methods have identified RNA reactivity features in plants
associated with the CDS and start and stop codons, alter-
native polyadenylation and alternative splice sites, and
stress-related genes (Ding et al. 2014), as well as relation-
ships of protein and mRNA structure (Watts et al. 2009;
Tang et al. 2016). Studies in mammalian and yeast cells
revealed that RNAs are more unfolded in vivo than in vitro,
and that adenosine triphosphate (ATP)-dependent pro-
cesses, such as helicase unwinding, are at least partially
responsible for this (Rouskin et al. 2014). Additional studies
in mouse embryonic stem cells revealed that certain RNA
features are the same in vitro and in vivo, such as structural
features prevailing at translational start and pause sites,
whereas RNA-binding proteins and RNA modifications
rearrange RNA structure in vivo and can provide reactivity
patterns whose molecular features agree with crystal struc-
tures (Spitale et al. 2015). In other cases, identification of
known and new RNA motifs in human immunodeficiency
virus 1 (HIV-1) has been achieved, including several pseu-
doknots, and polymorphic RNAs have been studied in a
single experiment (Siegfried et al. 2014). Translation effi-
ciency in E. coli has been related to open reading frame
structures (Burkhardt et al. 2017). Finally, functional struc-
tures involved in noncanonical translation initiation have
been characterized, along with comparison of spliced and
unspliced isoforms (Zubradt et al. 2017). This brief sum-
mary illustrates that these structure-probing methods are
organism-agnostic and suggests that there is nothing inher-
ent to any of these methods that would prevent their appli-
cation, singly or multiplexed, to any organism.

All of the above in vivo and genome-wide techniques
generate big datasets and so require careful computational
analysis. A full review of computational techniques is be-
yond the scope of this review, but we point out some im-
portant advances. Each of the experimental methods
described above had a computational approach published
as part of the initial study. Some studies later published
additional stand-alone companion computational studies
and advances (Talkish et al. 2014; Tang et al. 2015; Busan
and Weeks 2017; Tack et al. 2018). Key features of compu-
tational studies are subtraction of background reaction and
normalization for RNA abundance. In addition, all of the
methods require benchmarking, which is most commonly
performed with structurally characterized RNAs such as
rRNA (Spitale et al. 2013; Ding et al. 2014; Rouskin et al.
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2014; Talkish et al. 2014). One important feature of com-
putational analysis is consideration of the tendency of an
RNA sequence to adopt more than one fold. Recently, sev-
eral advances have been made in this arena, both experi-
mentally with mutational profiling (Siegfried et al. 2014;
Zubradt et al. 2017) and computationally bymodeling fold-
ing ensembles (Li and Aviran 2018; Spasic et al. 2018). In
addition, efforts are afoot to make the software accessible to
scientists without extensive expertise in bioinformatics and
to incorporatemore downstream analysis (Tack et al. 2018).
As the field moves forward, it will become increasingly
important for the computational pipelines to have the ca-
pacity to handle datasets involving more than one chemical
and multiple conditions.

4 THE FUTURE OF PROBING RNA STRUCTURE
IN VIVO AND GENOME-WIDE

There are tremendous opportunities to advance RNA struc-
ture probing in vivo and genome-wide. First, there is the
need to develop a more expansive chemical toolbox for
probing RNA structure in vivo. As shown in Figure 2, there
are several regions of the RNA that are presently not probed
in vivo. These include the Watson–Crick face of uracil, as
well as the phosphate backbone. Another area for advance-
ment is increasing the sensitivity of probing. Although ad-
vances have been made (Kwok et al. 2013), simpler and
more sensitive probing techniques might facilitate probing
of smaller populations of RNA, such as might be found in
biologically interesting areas of specific tissues and even
single cells. The latter is an especially exciting area of mod-
ern biology and may simplify RNA structurome results, as
the folding ensemble may be less diverse.

Another area ripe for development is prediction of RNA
structure from sequence. Efforts have beenmade in this area
using in vitro SHAPE chemical probing restraints, which
generally manifest themselves as pseudo-free energy pa-
rameters (Deigan et al. 2009); however, prediction using
in vivo chemical probing restraints is overall still inaccurate
for many RNAs (Leamy et al. 2016). The increasing diver-
sity of chemicals available for probing RNA structure in
vivo will provide richer experimental data to help constrain
RNA structure prediction. The recently developed psoralen
cross-linking method (PARIS) from Chang and colleagues
provides information on RNA duplexes and RNA–RNA
interactions in vivo and genome-wide (Lu et al. 2016). Ad-
vances in predicting RNA 3D structure are being made
(Miao et al. 2017), and with a plethora of experimental
and proximity constraints it should become possible to
model 3D structure of RNA genome-wide as it occurs in
vivo. Finally, the ability of RNA to switch between confor-
mations requires measuring and modeling folding ensem-

bles (Siegfried et al. 2014; Zubradt et al. 2017; Li and Aviran
2018; Spasic et al. 2018), and further genome-wide ad-
vances in this area can be anticipated.

Yet another area for further advancement is probing
protein–RNA interactions. Although high reactivity of a
given site fully supports its single-stranded conformation,
low reactivity observed in vivo does not necessarily sup-
port base-pairing, as protection can also be conferred by
binding of proteins, small molecules, and ions; moreover,
low reactivity does not distinguish intramolecular versus
intermolecular base-pairing. Advances in protein protec-
tion have been reported in correlating SHAPE reactivities
with RNA–protein 3D structures (Spitale et al. 2015) and
in using uncertainties in SHAPE reactivity between states
(Smola et al. 2015a). In addition, LASER probes the non-
hydrogen bonding C8 position of purines and so is
inherently sensitive to protein protection at this position
(Feng et al. 2018), as is reactivity at other non-Watson–
Crick positions (Umeyama and Ito 2017). Ultimately, a
combination of these approaches, along with description
of RNA-binding motifs (Ray et al. 2013) and selective
deployment of cross-linking (Lu et al. 2016) may help
with the assignment of protections.

Finally, there are a large number of organisms and con-
ditions to probe. To date, in vivo genome-wide experiments
have been conducted in living human and mouse cells, as
well as in living whole organisms such as Arabidopsis, rice,
yeast, and E. coli (Ding et al. 2014; Incarnato et al. 2014;
Rouskin et al. 2014; Spitale et al. 2015; Ritchey et al. 2017;
Deng et al. 2018). There is the potential to now perform
comparative analysis of RNA structure between different
states, for instance, between organisms that differ in geno-
type and phenotype, between closely or distantly related
species, and indeed among all three domains of life. More-
over, there is the opportunity to perform comparative anal-
ysis of RNA structure in a single organism between two
states, such as different environmental or stress conditions.
This offers the chance to discover new functional RNAs and
pathways. Finally, the issue of time comes into play, allow-
ing one to ask how the structure of the transcriptome
changes over long or even very short times. For example,
the LASER reagent can react in less than a second and is
self-quenching, allowing querying of rapid processes ge-
nome-wide (Feng et al. 2018). There have been tremendous
advances in our understanding of RNA biology in vivo over
just the last 5 years. All of these can be traced to advances in
chemical and biological techniques. These advances have
led to surprising new insights into the relationship of RNA
structure and gene regulation. New biology awaits discov-
ery. With additional technical advances, these discoveries
will be accelerated, allowing greater insight into the natural
world.
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