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Since the beginnings of scientific psychology, there has 
been widespread interest in how human emotion influ-
ences such fundamental processes as memory, reason-
ing, attitude formation, and decision making. To take 
but one example from this long lineage of research, 
how the emotional content of experience affects epi-
sodic memory has been studied since the work of 
Flügel (1925) and Wohlgemuth (1923). Extensive litera-
ture has accumulated on emotional content effects in 
true memory for actual events (for reviews, see 
Buchanan, 2007; Kensinger, 2004, 2009) and false mem-
ory for fictitious events (for reviews, see Bookbinder & 
Brainerd, 2016; Stein, Ornstein, Tversky, & Brainerd, 
1997). Brain regions that support some of these emotion-
memory effects have been identified (e.g., Adolphs 
et  al., 2005; Payne & Kensinger, 2011), and emotion-
memory effects have been found to vary developmen-
tally, with young adults exhibiting heightened sensitivity 
to negative content (for a review, see Vaish, Grossmann, 
& Woodward, 2008) but older adults exhibiting height-
ened sensitivity to positive content (for a review, see 
Murphy & Isaacowitz, 2008).

Regardless of one’s field of study, determining how 
emotion affects basic psychological processes requires 

reliable methods of inducing affective states, which in 
turn requires consensus as to the dimensions of emo-
tion. A dominant approach has been to rely on materi-
als that have been normed for the subjective levels of 
valence (positivity or negativity) and arousal (calming 
or exciting) that they provoke (e.g., Bradley & Lang, 
1999; Lang, Bradley, & Cuthbert, 2008). This approach 
is often traced to Wundt (1912), who proposed that 
although emotion is multifaceted, two invariable prop-
erties are that it is valenced and arousing. That proposal 
derives support from data showing that when subjects 
judge items for perceived emotionality, the bulk of the 
variance is explained by valence and arousal judgments 
about those same items (Kuppens, Tuerlinckx, Russell, 
& Barrett, 2013; Mattek, Wolford, & Whalen, 2017). Con-
sequently, multiple sets of materials have been created 
in which thousands of words and pictures have been 
rated on bipolar scales of valence (negative to positive) 
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and arousal (calming to exciting; e.g., Bradley & Lang, 
1999; Lang et al., 2008; Vo et al., 2009; Warringer et al., 
2013; Wessa et al., 2010). Items from these databases 
are widely used both to manipulate the emotional con-
tent of information that subjects encode while perform-
ing various tasks (e.g., recalling word lists, making 
decisions) and to manipulate mood (see Bookbinder & 
Brainerd, 2016).

Owing to the prevalence of this approach, it is essen-
tial to understand the relation between the dimensions 
of valence and arousal. In their review of models of 
this relation, Kuppens et al. (2013) noted that six mod-
els have been proposed during the past century; they 
are summarized in Table 1. In another review, Mattek 
et al. (2017) focused on the only two models that have 
generated significant empirical support: the bipolar and 
bivariate models. The bipolar model posits, first, that 
perceived negativity increases as perceived positivity 
decreases (and vice versa) and, second, that changes 
in arousal are distinct from changes in valence. In con-
trast, the bivariate model posits, first, that changes in 
perceived positivity and negativity are distinct from 
each other and, second, that changes in arousal are a 
function of changes in valence. Although these models 
have been the most influential accounts of the valence–
arousal relation for some time, Kuppens et  al. and 
Mattek et al. concluded that there are key findings that 
run counter to each. For instance, the bipolar model 
predicts that unipolar (low to high) judgments of items’ 
perceived positivity will be correlated with unipolar 
judgments of perceived negativity, and the bivariate 
model predicts that bipolar judgments of perceived 
valence (negative to positive) and arousal (calming to 
exciting) will be correlated on both the positive and 
negative sides of the valence scale. Although both types 
of correlations have been reported, there are several 
studies in which (a) correlations of the first type were 
not reliable (Mattek et al., 2017) or (b) correlations of 
the second type explained only modest amounts of 
variance (Kuppens et al., 2013).

In response, Mattek et al. (2017) formulated a new inter-
pretation, which I will refer to as the emotional-ambiguity 

hypothesis. It treats the valence–arousal relation as an 
example of a general statistical situation, in which an 
unmeasured variable Z is correlated with the relation 
between two measured variables, X and Y, as opposed to 
each variable being separately correlated with Z. This con-
trasts with the more familiar third-variable-artifact situation 
of spurious correlations between X (e.g., sales of hockey 
sticks) and Y (e.g., sales of Caribbean vacations) being 
claimed because each is separately correlated with Z (e.g., 
season of the year). Instead, it is analogous to Simpson’s 
(1951) paradox, wherein authentic correlations between 
X and Y appear and disappear, or even reverse direction, 
depending on levels of Z. Although examples of third-
variable artifacts are far more numerous in the psychologi-
cal literature, there are also instances of Simpson’s 
paradox—for example, studies in which it has been used 
to explain judgment biases (Fiedler, 2000), pseudo-
contingencies (Kutzner & Fiedler, 2017), illusory disso-
ciations between memory and reasoning (Howe, 
Rabinowitz, & Grant, 1993), and reversals in the direction 
of activity correlations between brain regions (Roberts, 
Hach, Tippett, & Addis, 2016).

Returning to the emotional-ambiguity hypothesis, it 
specifies that the relation between perceived valence and 
perceived arousal is controlled by an unmeasured variable—
explicitly, valence ambiguity, which is the degree of 
indefiniteness or uncertainty in people’s subjective 
impressions of the valence of an item or event. This 
principle captures the notion that some items consistently 
provoke specific feelings of positivity or negativity, but 
other items provoke feelings that are more variable over 
measurement occasions, subjects, or both. As examples 
of the latter, consider the words mountain and religion. 
When judging their valence, subjects might recall the 
majestic beauty of mountains and the selflessness of acts 
of religious charity, stimulating very positive feelings. At 
other times, they might recall deaths from falls and acts 
of religious violence, stimulating very negative feelings. 
Across subjects and measurement occasions, the result is 
items whose perceived valence is hazy.

The central tenet of the emotional-ambiguity hypoth-
esis is that the unmeasured ambiguity variable controls 

Table 1.  Six Models of the Relation Between Subjective Impressions of Valence and Arousal

Model Description

Bipolar Valence and arousal are independent, but higher levels of positivity mean lower levels of negativity and vice 
versa.

Bivariate Positivity and negativity are independent, but higher levels of positivity or negativity mean higher levels of 
arousal.

Independence Valence and arousal are independent dimensions.
Positive linear Arousal increases linearly as valence moves from high negativity through neutrality to high positivity.
Negative linear Arousal decreases linearly as valence moves from high negativity through neutrality to high positivity.
V shaped Arousal increases linearly as negativity increases from a neutral point, and it also increases linearly as positivity 

increases from a neutral point.
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the valence–arousal relation as follows. Valence and 
arousal judgments are strongly correlated when per-
ceived positivity or negativity is unambiguous—more 
intense valence in either direction means higher 
arousal—but the relation wanes as ambiguity increases, 
eventually approaching zero. (Note that ambiguity is 
different from the central tendency of valence judg-
ments; items with similar mean valence could differ 
dramatically in how variable their ratings are.) Because 
these predictions are quite novel, I conducted a com-
prehensive assessment of them using large-scale emo-
tional word and emotional picture norms.

In order to conduct this assessment, I required a 
measure that could serve as a valid proxy for the theo-
retical concept of valence ambiguity, one that is distinct 
from items’ mean levels of judged valence. Previously, 
Mattek et al. (2017) discussed a tripartite measure, in 
which subjects make categorical judgments about indi-
vidual items by classifying each as positive, negative, 
or neutral, in addition to the standard method of judg-
ing them on bipolar numerical scales of valence and 
arousal. Valence ambiguity is said to increase as the 
frequencies of positive and negative classifications of 
an item become more equal. The prediction is that cor-
relations between numerical judgments of valence and 
arousal will decrease as these frequencies become more 
equal.

Although the tripartite measure has high face validity, 
it cannot be used to test this prediction with large-scale 
emotional word and picture norms. Bipolar numerical 
ratings are the only valence measure in such norms. 
Fortunately, they provide another ambiguity measure 
that also has high face validity: variability of valence 
ratings. Conceptually, such variability captures the sense 
of differences in the uncertainty of perceived valence 
over subjects and measurement occasions. With this 
index, the predicted instability in the valence–arousal 
relation was evaluated by (a) arraying the items in emo-
tional word and picture databases according to the 
degree of variability in their valence ratings and (b) 
computing best-fitting regression equations for valence 
and arousal ratings separately for different levels of those 
arrays. There were two key findings. First, there was 
remarkably strong confirmation that the valence–arousal 
relation is conditional on valence ambiguity in all data-
bases and for both positive and negative valence. Sec-
ond, that confirmation took the form of a linear decrease 
in the strength of the correlation between perceived 
valence and arousal as valence ambiguity increased.

Method

Truly comprehensive tests of the emotional-ambiguity 
hypothesis necessitate that valence and arousal judg-
ments be available for massive numbers of items. 

Although such judgments have most often been gath-
ered for small sets of items as a prelude to particular 
experiments (e.g., Brainerd, Holliday, Reyna, Yang, & 
Toglia, 2010), there are some publicly available data-
bases in which they were gathered for hundreds or 
thousands of items. Those norms focus on two types 
of items, words and pictures, and for the sake of gen-
erality, I examined multiple examples of both types of 
norms in the present study. The six databases that were 
included and the valence ambiguity measure that was 
used for all of them are summarized below.

Emotional word databases

Three word databases were used: the Affective Norms 
for English Words (ANEW; Bradley & Lang, 1999); the 
Warriner, Kuperman, and Brysbaert (WKD; 2013) 
norms; and the emotional version of Toglia and Battig’s 
(1978) semantic word norms (Toglia-Battig emotional, 
or TBE; Brainerd & Bookbinder, 2018). The ANEW data-
base evolved from Osgood, Suci, and Tannenbaum’s 
(1957) landmark work on the semantic differential and 
is the most widely used set of emotional word norms. 
Students in introductory psychology classes judged sets 
of 56 words for how each word made them feel. Indi-
vidual words were rated on bipolar scales from 1 to 9 
of perceived valence and perceived arousal, using the 
Self-Assessment Manikin. Over subjects, these judg-
ments were gathered for 1,034 words, with many being 
drawn from earlier emotional word pools that contained 
smaller numbers of items.

The WKD is a similar but vastly larger database. In 
these norms, valence and arousal judgments were gath-
ered for 13,915 English words. The subjects were 1,827 
adults recruited via the Amazon Mechanical Turk crowd-
sourcing website. Individual subjects rated 346 to 350 
words. Subjects judged how individual words made 
them feel, using bipolar scales from 1 to 9 for valence 
and for arousal, similar to those used in the ANEW. A 
key difference between the WKD and ANEW procedures 
was that individual WKD subjects made either valence 
or arousal judgments about words, whereas ANEW sub-
jects made both types of judgments.

The TBE is the most commonly used collection of 
semantic norms in the mainstream memory literature. 
In the original database, which was generated by Toglia 
and Battig (1978), words were not rated for perceived 
valence and arousal. Instead, more than 2,500 subjects 
judged 2,854 words for levels of seven semantic proper-
ties that are known to have robust effects on recognition 
and recall: categorizability, concreteness, imagability, 
meaningfulness, familiarity, number of attributes, and 
pleasantness. Judgments were made on 7-point unipolar 
scales. To study the relation between meaning and emo-
tion, Brainerd and Bookbinder (2018) revised these 
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norms to include bipolar valence and arousal ratings 
for 2,184 of the original 2,854 words. The words were 
rated for how they made subjects feel, using the same 
scales of valence and arousal that were used to gener-
ate the ANEW and WKD norms. The revised database 
is available from the author on request.

Emotional picture databases

The emotional-ambiguity hypothesis was also investi-
gated in three emotional picture databases: the Inter-
national Affective Picture System (IAPS; Lang et  al., 
2008), the Nencki Affective Picture System (NAPS; 
Marchewka, Łukasz, Jednoróg, & Grabowska, 2014), 
and the EmoPics (Wessa et al., 2010). Of available emo-
tional picture norms, the IAPS is by far the most widely 
used. It is a picture follow-up to the ANEW, conducted 
by the same authors and relying on very similar proce-
dures. Undergraduate students who were enrolled in 
introductory psychology courses judged how individual 
color photographs of positive (e.g., babies, puppies), 
negative (e.g., cemeteries, guns), and neutral (e.g., 
boxes, light bulbs) objects made them feel. Judgments 
were performed with the same Self-Assessment Manikin 
and bipolar valence and arousal scales as in the ANEW 
norms. Each subject judged 60 pictures, each picture 
was presented to approximately 100 subjects, and 956 
pictures in total were presented.

The NAPS and the EmoPics are additional picture 
norms in which subjects made valence and arousal judg-
ments about positive, negative, and neutral color pho-
tographs on the same bipolar scales used in the IAPS. 
The distinguishing features of the NAPS are that sub-
stantially more pictures (1,356) were rated than in the 
IAPS, and each picture belonged to one of five broad 
categories (people, faces, animals, miscellaneous 
objects, and landscapes). The distinguishing features of 
the EmoPics are that a substantially smaller number of 
pictures (390) were rated than in the IAPS, and judgment 
tasks were administered in the German language.

Measuring valence ambiguity

All of these databases contain variability information in 
the form of standard deviations of the valence and 
arousal judgments that subjects made. Valence standard 
deviations were used as an intuitive index of the ambi-
guity of the perceived valence of individual items; the 
higher the standard deviation, the greater the presump-
tive ambiguity. A noteworthy methodological point is 
that the range of valence standard deviations was sub-
stantial in all of the databases—in the neighborhood of 
±2.5 points, on average, on the 9-point scale—making 
it a statistically attractive measure for determining 
whether the valence–arousal relation was conditional 
on the level of valence ambiguity.

Identifying ambiguity with variability is natural, of 
course, and it is distinct from the central tendency of 
valence judgments about an item. An item’s perceived 
valence may vary considerably, even though the central 
tendency of its perceived valence is clearly positive or 
negative. For instance, consider the words heaven and 
destruct. Not surprisingly, according to the ANEW and 
the WKD, the mean valence rating of heaven is well 
into the positive region of the bipolar scale, whereas 
that of destruct is well into the negative region. How-
ever, the valence standard deviation for both is in the 
upper 2% of standard deviations for these norms. That 
level of variability is so high that the lower half of 
heaven’s confidence interval extends into the negative 
region of the scale, and the upper half of destruct’s 
confidence interval extends into the positive region.

In addition to being conceptually distinct from the 
central tendency of valence judgments, valence standard 
deviations are not strongly associated with mean valence 
ratings. I computed the correlations between valence 
standard deviations and valence means separately for 
items with positive mean valences (> 5) and for items 
with negative mean valences (< 5), in all of the word 
and picture databases. These correlations were reliable 
because hundreds or thousands of items were involved 
in each, but they were only slightly above zero (mean 
r < .03).

Results

Valence–arousal relations can differ for positive versus 
negative items (Kuppens et  al., 2013). For instance, 
Brainerd and Bookbinder (2018) and Citron, Weekes, 
and Ferstyle (2014) reported that the best-fitting qua-
dratic functions for the relation between bipolar valence 
and arousal judgments about selected pools of words 
were asymmetrical. Specifically, unit changes in valence 
on the negative sides of valence scales produced larger 
changes in arousal than did unit changes on the positive 
sides, and hence, the average level of arousal associated 
with a given valence value on the negative side was 
higher than for the corresponding value on the positive 
side. Therefore, in the present research, each database 
was split into a positive subfile (mean valence ratings >  
5) and a negative subfile (mean valence ratings < 5), 
and predictions were tested separately for each subfile. 
I report the findings for emotional words first, followed 
by the findings for emotional pictures, followed by an 
account of the global pattern of conditionalization.

Emotional words

The positive and negative subfiles of the word data-
bases were analyzed in three steps. First, the items in 
each subfile were arrayed according to the ambiguity 
index, from the lowest to highest valence standard 
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deviation. Second, the stratified subfiles were sliced 
into Vincentized quantiles, with the number of quan-
tiles depending on the number of items whose valence 
and arousal had been rated. Vincentized deciles were 
used for the WKD norms because more than 5,500 
words were rated in both the positive and negative 
subfiles. For the ANEW, Vincentized quintiles were used 
because fewer than 1,000 words were rated in the posi-
tive and negative subfiles. For the TBE, quintiles were 
used for the negative subfile (755 words), but deciles 
were used for the much larger positive subfile (1,429 
words). Third, within each quantile of each subfile, the 
best-fitting regression equation A = f(V) was deter-
mined, where A stands for mean arousal and V for mean 
valence, by fitting several possibilities to the data: the 
linear regression equation, the most commonly used 
two-parameter nonlinear equations (e.g., exponential, 
hyperbolic, log, power), and the quadratic and cubic 
equations. The linear equation always supplied the best 
fit, and thus, all of the results that follow are for linear 
regression.

The emotional-ambiguity hypothesis assumes that 
the valence–arousal relation is conditional on valence 

ambiguity, with both positive and negative valence 
becoming progressively weaker predictors of arousal 
as ambiguity increases. The corresponding predictions 
about the Vincentized subfiles are that (a) valence will 
correlate most strongly with arousal in quantiles where 
the mean valence standard deviation is lowest, and (b) 
the correlation will decrease steadily as one moves to 
quantiles with larger mean valence standard deviations. 
Both predictions were confirmed in all six word 
subfiles.

Of all the word and picture databases, the WKD 
supplies the most sensitive tests of these predictions 
because the pools of rated items are vast. The results 
are displayed in Figure 1a (negative subfile) and Figure 
1b (positive subfile), where it can be seen that the data 
fell out as predicted. The coordinates of the individual 
data points in these figures are the correlation coeffi-
cient between items’ mean valence and arousal ratings 
(ordinate) and the mean valence standard deviation 
(abscissa), within each Vincentized decile. As predicted, 
the correlations were highest in the deciles with the 
lowest mean valence standard deviation. Thereafter, it 
can be seen that correlations decreased linearly as a 
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function of increasing ambiguity. In addition to the 
valence–arousal relation being linearly conditional on 
valence ambiguity, it was weaker for positive than for 
negative valence in all deciles, with mean correlations 
over deciles of .42 (negative) and .27 (positive).

Turning to the ANEW and the TBE, the outcome was 
similar. The data for the ANEW appear in Figure 1c 
(negative valence) and Figure 1d (positive valence), 
and the data for the TBE appear in Figure 2a (negative 
valence) and Figure 2b (positive valence). Two findings 
should be noted. First, the quantile with the lowest 
mean valence standard deviation always yielded the 
highest valence–arousal correlation, and second, cor-
relations always declined linearly as mean valence stan-
dard deviation increased. Negative valence was a better 
predictor of arousal than positive valence in all quan-
tiles with the ANEW, similar to results for the WKD, but 
the opposite was true with the TBE.

Clearly, valence ambiguity was implicated in the word 
databases because the valence–arousal relation was lin-
early conditional on the ambiguity index in all instances, 
for both positive and negative valence. In addition, over-
all, the strength of the conditionalization was greater 
for negative than for positive valence. In Figures 1 and 
2, the strength of the conditionalization is indexed by 
how much variance was accounted for when valence–
arousal correlations were fit to mean valence standard 
deviation. In these fits, the average percentage of vari-
ance accounted for was greater for the negative subfiles 
than for the positive subfiles (85% vs. 70%).

Emotional pictures

The analysis for emotional picture databases was the 
same as for the emotional word databases, and so were 
the principal results. The subfiles of the IAPS, NAPS, 

and EmoPics were split into Vincentized quantiles, and 
the best-fitting regression equation was located for each 
quantile. (It was always the linear equation.) Because 
the numbers of items in the picture databases were 
smaller than the numbers of items in the word data-
bases, I established a Vincentizing criterion that required 
that individual quantiles contain valence and arousal 
ratings for a minimum of 100 pictures. On that basis, 
octiles were used for the positive subfile of the NAPS, 
quintiles were used for the negative subfile of the NAPS 
and the positive subfile of the IAPS, quartiles were used 
for the negative subfile of the IAPS, and halves were 
used for the positive subfile of the EmoPics. The nega-
tive subfile of the EmoPics was not Vincentized because 
it did not contain a sufficient number of pictures.

The results for the IAPS and the NAPS appear in Figure 
3. For the IAPS, valence–arousal correlations for negative 
valence (Fig. 3a) and positive valence (Fig. 3b) were 
strongest in the quantile with the lowest valence ambigu-
ity, and the strengths of the correlations declined linearly 
as ambiguity increased. For the NAPS, the correlations 
for negative valence (Fig. 3c) and positive valence (Fig. 
3d) were also strongest in the quantile with the lowest 
valence ambiguity. The correlations in the negative sub-
file declined linearly as ambiguity increased, but the rela-
tion was different in the positive subfile. As in the negative 
subfile, correlations declined over the first seven quan-
tiles. However, the correlation rose in the final quantile, 
so quadratic regression provided a better fit to the full 
set of data points than did linear regression. Finally, for 
the EmoPics, the valence–arousal correlation declined 
from .87 in the first half to .67 in the second half.

As with the emotional word databases, the strength 
of the conditionalization of the valence–arousal relation 
on valence ambiguity was more pronounced for nega-
tive than for positive valence: The mean percentage of 
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variance that was accounted for by the regressions was 
95% for the negative subfiles and 77% for the positive 
subfiles.

The global picture

Table 2 supplies a simple, qualitative portrait of what 
this study reveals about whether the relation between 
valence and arousal was conditional on the ambiguity 
of perceived valence. For each of the subfiles that gen-
erated the results in Figures 1 to 3, Table 2 displays three 
valence–arousal correlations: the full-sample correlation 
for all items, the correlation for items in the quantile 
with the highest mean valence standard deviation, and 
the correlation for items in the quantile with the lowest 
mean valence standard deviation. The ordering pre-
dicted by the emotional-ambiguity hypothesis was that 
correlations for the lowest quantile would be greater 
than correlations for the full sample, which in turn 
would be greater than correlations for the highest quan-
tile. It can be seen that this ordering was present in all 

subfiles, except the positive subfile of the NAPS (where 
correlations for the full sample were less than those for 
the highest quantile). Based on the grand means for all 
subfiles, analyses showed that valence–arousal correla-
tions accounted for more than half the variance (53%) 
in quantiles with the lowest mean valence standard 
deviation, compared with 10% in quantiles with the 
highest mean valence standard deviation. Importantly 
for the general hypothesis of conditionalization, r-to-z 
transformations showed that the correlation for the low-
est quantile was reliably larger than the correlation for 
the highest quantile in all rows of Table 2, except for 
the last one. That row contains the data for the positive 
subfile of the NAPS, which was the only data set in 
which the valence–arousal correlation increased 
between the next-to-last and the last quantile.

Discussion

According to a new model of the valence–arousal rela-
tion (Mattek et  al., 2017), the relation will wax and 
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Fig. 3.  Best-fitting regression equations for the relation between emotional ambiguity and the valence–arousal correlation for the (a) 
negative and (b) positive subfiles of the International Affective Picture System (Lang, Bradley, & Cuthbert, 2008) and for the (c) negative 
and (d) positive subfiles of the Nencki Affective Picture System (Marchewka, Łukasz, Jednoróg, & Grabowska, 2014).
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wane as a function of an unmeasured variable: the 
ambiguity of perceived valence. The basic prediction 
was that the tendency for more intensely positive or 
negative feelings to be associated with higher states of 
arousal would weaken as perceived positivity or nega-
tivity became more uncertain. That idea received com-
pelling support. Another key result, which was not 
specifically predicted by the hypothesis, was linear 
conditionalization. In all but one of the analyses, 
changes in valence–arousal correlations were linear 
functions of valence ambiguity.

These results have two unexpected dividends. The 
first is that they explain a pair of puzzling findings 
about the valence–arousal relation that have been noted 
in literature reviews. On the one hand, although valence 
and arousal judgments were correlated on both the 
positive and negative sides of bipolar scales, regression 
equations accounted for only modest amounts of vari-
ance when they were fitted to the data of individual 
items (Kuppens et al., 2013). On the other hand, impres-
sive amounts of variance were accounted for when (a) 
items were arrayed in order of their valence ratings and 

(b) the same equations were fit to mean valence and 
arousal ratings of blocks of consecutive items (Brainerd 
& Bookbinder, 2018).

Both findings can now be seen as consequences of 
the hidden ambiguity variable. Concerning the first 
finding, valence ambiguity was left uncontrolled when 
regressions were computed for judgments about indi-
vidual items, and that will inflate the error terms of 
regression equations: Ai = β0 + β1Vi + ε for linear regres-
sion and Ai = β0 + β1Vi

2 – β2Vi + ε for quadratic regres-
sion. The stronger the conditionalization of the 
valence–arousal relation on valence ambiguity, the 
larger ε will be when ambiguity is free to vary. Concern-
ing the other finding, the second method of computing 
regressions reduced the freedom of valence ambiguity 
to vary by averaging valence ratings over blocks of 
items. Reducing ambiguity’s freedom to vary decreased 
ε and enhanced fit.

The other dividend is a new solution to a conundrum 
that bedevils research on emotion effects. Valence is 
often viewed as more psychologically meaningful than 
arousal (e.g., Rivers, Reyna, & Mills, 2008), and that has 
stimulated interest in identifying emotion effects that 
are due to valence per se (e.g., Kensinger, 2004; Murphy 
& Isaacowitz, 2008). The conundrum is how to ensure 
that the effects of valence manipulations (e.g., viewing 
pictures that vary in degree of positivity or negativity) 
are not due to the influence of arousal, given that the 
two are at least moderately correlated when ambiguity 
is left uncontrolled. This problem has cropped up 
repeatedly in literature that deals with how emotion 
affects specific processes—for instance, in the literature 
on emotion effects in true memory (see Kensinger, 
2004), false memory (see Bookbinder & Brainerd, 
2016), and cognitive aging (see Murphy & Isaacowitz, 
2008). The conventional approaches to this problem are 
(a) to manipulate valence with arousal fixed at some 
intermediate level for all levels of a valence manipula-
tion or (b) to manipulate both in Valence Level × Arousal 
Level factorial designs (see Brainerd & Bookbinder, 
2018).

Valence–arousal conditionalization provides a more 
direct control method, which derives from the fact that 
valence ambiguity determines the strength of valence–
arousal correlations in valence manipulations. Thus, 
valence standard deviation can be used to control 
arousal confounds in both of the preceding approaches. 
In the first, valence would be manipulated with valence 
standard deviation held fixed at high levels, where 
arousal would be uncorrelated with valence. In the 
second, valence intensity and valence standard devia-
tion would be manipulated factorially. Valence main 
effects would be of central interest in the first approach, 
whereas Valence Intensity × Valence Standard Deviation 

Table 2.  Valence–Arousal Correlations for Items in the 
Quantiles With the Lowest and Highest Mean Valence 
Standard Deviation and for Items in the Full Sample, 
Separately for Each Database

Database and subfile
Lowest 
quantile

Highest 
quantile

Full 
sample

Emotional words
Affective Norms for English 
Words

 

  Negative .71** .22** .46**
  Positive .84** .49** .64**
Toglia-Battig emotional  
  Negative .64** .33** .45**
  Positive .38** .20** .28**
Warriner, Kuperman, and 
Brysbaert norms

 

  Negative .63** .25** .42**
  Positive .62** .05* .27**

Emotional pictures
EmoPics  
  Negative  
  Positive .87** .67** .79**
International Affective Picture 
System

 

  Negative .94** .14** .70**
  Positive .63** .20** .37**
Nencki Affective Picture System  
  Negative .95** .52** .78**
  Positive .65** .52* .48**

*p < .002. **p < .0001.
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interactions would be of central interest in the second 
approach.
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