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Abstract

We analyzed the nature of verbal communication among team members in a dynamic medical 

setting of trauma resuscitation to inform the design of a speech-based automatic activity 

recognition system. Using speech transcripts from 20 resuscitations, we identified common 

keywords and speech patterns for different resuscitation activities. Based on these patterns, we 

developed narrative schemas (speech “workflow” models) for five most frequently performed 

activities and applied linguistic models to represent relationships between sentences. We evaluated 

the narrative schemas with 17 new cases, finding that all five schemas adequately represented 

speech during activities and could serve as a basis for speech-based activity recognition. We also 

identified similarities between narrative schemas of different activities. We conclude with design 

implications and challenges associated with speech-based activity recognition in complex medical 

processes.
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1 INTRODUCTION

Trauma is the leading cause of death and disability in children and young adults. Early care 

after injury has an important impact on outcome [6,28], making the initial management of 

injured patients (trauma resuscitation) a critical phase in their care. A standardized 

evaluation protocol (Advanced Trauma Life Support [ATLS] [1]) has been shown to improve 

patient outcomes, but errors and process deviations persist [3,8]. While most deviations 

represent permissible variations, up to 40% have been classified as errors associated with 

adverse outcomes, including long-term disability and death [7,12].

To reduce the number of errors during trauma resuscitation, prior research has implemented 

real-time computer-aided decision support [5,8]. These initial systems have had limited 

success because they either require manual data entry or use automatic but incomplete data 

about the process (e.g., patient data from vital sign monitors but no data about team 

activities). Other clinical settings have experimented with automated activity data capture 

using environmental sensors in an attempt to infer workflow from these data and identify 

process deviations [9,19,30]. Common approaches have included radiofrequency 
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identification (RFID) tags to track people and objects [16,30], or integration of low-level 

activity data from multiple sensors to infer high-level activities [17].

Much of the resuscitation process, however, relies on speech [2,25]. Verbal communication 

plays a key role in team situational awareness during resuscitations [32], and involves 

assigning tasks, requesting, sharing or confirming information, and reporting activity 

completion. This content-rich speech is a useful source for activity recognition because it 

has unique information that cannot be captured by other sensor modalities, like computer 

vision or RFID. Even so, using speech as an input for activity recognition-based decision 

support is challenging for two reasons. First, our understanding of the nature and structure of 

speech during complex medical processes such as trauma resuscitation is still incomplete. 

Prior studies have shown the challenges in using speech during medical work [2,24], but 

speech structures and models in these processes remain understudied. Second, verbal 

exchanges during trauma resuscitations are often interleaved due to parallel activity 

performance, further complicating the use of speech as a clue for automatic activity 

recognition. Previous work on language modeling used coherent textual content from simple 

everyday activities [18,20,21,22]. The context of medical emergencies with distinct, yet 

grammatically incorrect verbal communication provides new opportunities for language 

modeling.

Our long-term research goal is to leverage speech as a powerful clue for automatic activity 

recognition, and alert trauma teams to errors and process deviations by developing an 

activity recognition-based decision-support system. In this paper, we focus on understanding 

and modeling speech by addressing three research questions: (1) How is speech structured 

during trauma resuscitation? (2) How do speech workflows differ based on activity types? 

(3) How representative are the speech “workflow” models of conversation during activities? 

To answer these questions, we selected five most frequently performed activities during 

trauma resuscitation—Blood Pressure (BP) Check, Pupil Examination, Exposure 

Assessment, Neurological Score (Glasgow Coma Score) Calculation, and Intravenous (IV) 

Placement. We used transcripts from 20 actual resuscitations to first identify speech patterns 

and commonly occurring keywords for each of the five activities. We then constructed 

narrative schemas—representations of speech workflow models during an activity 

performance, which have some similarity to speech acts [31]. Narrative schemas are critical 

because they provide a conceptual basis for an activity recognition system. Additionally, we 

extended the event notation described by Pichotta and Mooney [21] to better represent the 

structure of speech in our domain. To evaluate our schemas, we used 17 new cases and 

analyzed the extent to which these schemas needed modifications to account for the 

previously unseen cases, as well as how were those modifications distributed across 

activities.

Our findings showed that the identified speech patterns and keywords for each activity could 

serve as differentiators for activity-related verbal communication in a dynamic medical 

setting. We also observed that the narrative schemas were stable for all five activities, with 

only minor modifications triggered during evaluation. Similarities were found between the 

narrative schemas of different activities, which could simplify speech-based activity 

recognition. Major challenges for modeling speech to facilitate speech-based activity 
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recognition included incomplete or unintelligible communication, concurrent and 

interleaved activities, planned but abandoned activities, and repeated or possibly 

unsuccessful activity performances. We contribute to pervasive health and computing 

literature by describing design and research considerations for developing narrative schemas 

to facilitate speech-based automatic activity recognition in complex medical processes.

2 BACKGROUND: DOMAIN DESCRIPTION AND TERM DEFINITIONS

The goal of trauma resuscitation is to rapidly stabilize the patient, identify major injuries, 

and develop a treatment plan. Trauma teams follow the ATLS protocol to achieve a reliable 

diagnosis by ordering and prioritizing resuscitation activities. The protocol consists of two 

phases: the primary and secondary surveys. In the primary survey (coined ABCDE), the 

team evaluates the patient’s Airway, Breathing, Circulation, Disability (neurological 

assessment) and Exposure (patient is disrobed for identifying injuries that may not be 

evident initially). The secondary survey is performed after the patient had been stabilized 

and includes a detailed head-to-toe evaluation to identify other injuries. While the protocol 

allows for a hierarchically-ordered process, the execution of the protocol depends on 

changes in patient status, requiring some activities to be repeated. Trauma teams consist of 

seven to 15 providers from multiple disciplines, including a surgical attending, fellow or 

senior resident (team leader), a junior resident or nurse practitioner (physician surveyor), a 

scribe, a medication nurse, two or three bedside nurses, an anesthesiologist, and a respiratory 

therapist. Additional providers may be called based on the extent and nature of patient 

injury.

Team communication occurs at a high level, when discussing intentions and plans, and at a 

low level, when coordinating tasks and specifying task parameters [32]. Trauma team 

members, however, rarely name resuscitation activity while it is being performed. Rather 

than describing the activity, communication during resuscitation supports the activity. 

Activities are discussed and reported before the execution, during the planning and 

preparation, or after the completion of the activity to report the results. This communication 

pattern requires drawing associations between what the team is saying and what the team is 

doing, as well as defining these associations based on the stages of activity performance 

(e.g., before-during-after the activity or preparing-performing-assessing).

In the context of our work, we define activity as purposeful work that people do with their 

hands or eyes (observation). We consider speech as a facilitator of activity rather than being 

activity itself. For some activities, however, speech is the activity. For example, providers 

can ask the patient for their name (e.g., “Tell me your name!”) to assess the patient’s 

neurological status or if their airway is obstructed. We use the term story to represent all 

verbal communications related to a single performance of an activity. If an activity is 

performed multiple times, each performance may result in a different story. For example, the 

BP Check activity was performed twice in one of the cases we analyzed, resulting in two 

stories at two different times (Figure 1). A speech-event roughly corresponds to each line of 

speech in a story. For example, “One ten over sixty-eight” (line 25) and “Oh see…lot better 

blood pressure” (line 224) represent speech-events in the first and second story, respectively 

(Figure 1).
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A set of stories capturing the conversation during different instances of a given type of 

activity is represented as a single narrative schema—one narrative schema per one activity 

[4]. A narrative schema is a conceptual summary of key events (in terms of speech) that 

occur in a story; it is a pattern of events (or lines of speech) that typically occur during an 

activity performance. A narrative schema provides a generalized workflow-type depiction of 

the stories. For the purpose of speech-based activity recognition, this depiction does not 

require any additional annotation (e.g., exclamation marks or attribution to different team 

members) because speech recognizer cannot interpret different expressions and tones as 

punctuation marks. Depending on different contexts and findings during an activity, the 

course of the activity may take different turns. We represent these different storylines during 

different performances of the same activity as transitions between events in the narrative 

schema.

3 RELATED WORK

3.1 Speech-Based Activity Recognition

To our knowledge, little research exists on speech-based activity recognition. Stork et al. 
[27] proposed a method for recognizing daily human activities in the kitchen and bathroom 

contexts by using sounds produced during these activities. Giannakopoulos and Siantikos 

[11] developed an activity recognition system for elderly monitoring that uses non-verbal 

information from the audio channel. Other research on acoustic-based activity recognition 

followed similar approaches [15,29]. This prior work, however, focuses on audio signals and 

sounds from sensors, and has not used textual content from speech to recognize activities.

More recently, several studies used deep learning techniques to predict intentions from 

speech [13] and detect medical phases during trauma resuscitation [14]. These studies have 

focused on deriving the meaning of the sentences using feature extraction from speech logs. 

Unlike this prior work, our goal is to understand speech patterns and develop models of 

speech to inform the design of a speech-based activity recognition system.

3.2 Modeling of Speech Patterns

Related research in speech pattern modeling includes language models for script inference. 

Orr et al. [20], Pichotta and Mooney [21,22], and Modi et al. [18] worked with stories about 

daily activities that were created by either crowdsourcing short and coherent descriptions 

with clear beginning and ending and no digressions [18], or breaking Wikipedia pages into 

paragraphs [21,22]. Although researchers have modeled situations based on real-world 

stories about activities, these stories were directly described in textual format, as opposed to 

speech associated with activities [10,20,23]. In contrast, our speech models use stories that 

are based on actual conversations heard before, during and after activity performance.

In this paper, we model patterns of speech by constructing narrative schemas using the event 

notation as described by Pichotta and Mooney [21]. This representation provides a 

standardized language modeling approach for understanding the structure of speech. 

Specifically, it divides every speech-event associated with an activity into elements known as 

parts of speech, allowing classification of the keywords as verb, subject and object. This 
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classification in turn enables the speech recognition system to map the commonly occurring 

keywords to elements in the event notation. Pichotta and Mooney [21] depict an event using 

a tuple of five elements (v, es, eo, ep, p), where v = verb, es = subject, eo = direct object, ep = 

prepositional relations, and p = preposition relating v and ep. For our domain, we extend the 

above event tuple by two elements—adjective and adverb. These two elements were critical 

to include because many keywords that characterize speech during trauma resuscitation fall 

under these two categories. Our seven-tuple event notation included: (v, es, eo, ep, p, adj, 
adv) where v = verb, es = subject, eo = direct object, ep = prepositional relations, p = 

preposition relating v and ep, adj = adjective, adv = adverb. By modeling speech patterns 

using text-based content derived from verbal conversations during complex teamwork, we 

show the kinds of research and design considerations that researchers must make when using 

speech for activity recognition.

4 METHODS

This study took place in a Level 1 trauma center of an urban, pediatric teaching hospital in 

the mid-Atlantic region of the United States. In addition to medical instruments and tools 

typically seen in the resuscitation rooms, the trauma bay at our research site has an always-

on video and audio recording system for recording live resuscitations under a protocol 

approved by the hospital’s Legal and Risk Management Department. The study was also 

approved by the hospital’s Institutional Review Board (IRB).

4.1 Data Collection

We collected 37 audio recordings captured in the trauma bay for patients that were admitted 

to the hospital over a period of 11 months. Injury mechanisms in the captured dataset ranged 

from fall injuries, motor vehicle crashes, pedestrians struck by motor vehicles, and gunshot 

wounds. The length of resuscitations was from 10 to 58 minutes, with an average duration of 

27 minutes. We manually transcribed the audio recordings to represent every activity and 

speech utterance in the resuscitation in a chronological order. For each utterance, the 

transcripts included timestamps, role uttering the speech, and roles to which speech was 

directed. On average, the transcripts consisted of 200 lines of speech (SD = ± 108). We 

removed roles from the transcripts because they are difficult to identify from speech, leaving 

only timestamps, transcribed communications and activities.

4.2 Data Analysis

We performed a three-step analysis corresponding to our three research questions. In step 
one, we used 20 transcripts and identified speech patterns and commonly occurring 

keywords for every observed activity “before”, “during” and “after” the activity completion. 

In step two, we selected five most frequently performed activities, which also occur in 

different phases of the protocol and differ in complexity, duration, frequency, and number of 

steps involved. The five activities included (1) Blood Pressure (BP) Check—a repetitive 

assessment of patient blood pressure; (2) Glasgow Coma Score (GCS) Calculation—a 

complex, multi-step assessment of patient neurological status including verbal, visual, and 

motor responses; (3) Pupil Examination—a brief assessment of patient pupil size and 

reaction to light; (4) Exposure Assessment—a brief assessment of patient body temperature; 
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and, (5) Intravenous (IV) Placement—a complex, multi-step activity for controlling patient 

circulation. Among these activities, BP Check, GCS Calculation, Pupil Examination, and 

Exposure Assessment are assessment activities performed to assess the patient status. IV 

Placement is a control activity performed to stabilize patient condition based on the 

assessments. We constructed narrative schemas for these five activities to provide a 

conceptual representation of key events during a single activity performance. We analyzed 

20 transcripts line by line, adding new steps to the schema to represent key events as we 

encountered each story of an activity. We then applied our seven-tuple event notation to 

speech-events (i.e., speech sentences in activity performances) and classified the words in 

each to fit this event notation.

Once we constructed the initial narrative schemas, we “froze” the schemas and marked them 

as “standard” for these five activities. In step three, using the additional 17 transcripts, we 

assessed how well the standard schemas represented previously unseen resuscitation cases. 

We analyzed new transcripts line by line to determine if a sentence from a new transcript 

corresponded to an existing event in the standard schemas or a new event was needed. For 

each activity, we also examined if new tuples were needed and tracked the number of 

changes to the standard schemas. This evaluation helped us identify how much the standard 

schemas got affected by the modifications, if any, triggered by the new cases.

5 RESULTS

We first present the patterns of speech observed across all resuscitation activities, as well as 

commonly occurring keywords identified for the five selected activities. We then describe 

the standard narrative schemas for each of the five activities. Finally, we report the 

evaluation results.

5.1 Speech Patterns and Common Keywords

Most speech during trauma resuscitation is not in complete and grammatically correct 

sentences, but in short words and phrases. We identified three types of patterns based on our 

analysis: (1) activities with a definite speech pattern, (2) activities distinctly reporting the 

numerical results, and (3) activities reporting the results with specific keywords.

Activities with a definite speech pattern contain specific speech attributes that clearly 

indicate the activity being performed. Examples include GCS Calculation, Pupil 

Examination, and Breathing Assessment. We found that the activities in this category have 

the same lines of speech with little or no variation in wording before, during and after the 

activity performance across different resuscitation cases. In GCS Calculation, if the patient 

is conscious and obeying commands, the exam always starts with questions directed towards 

the patient, typically asking for their name or the day of the week, to assess their verbal 

ability. These questions are followed by requests to move extremities (e.g., “move your toes” 

or “squeeze my hand”) to assess their motor abilities.

Activities distinctly reporting numerical results do not follow a definite pattern of speech, 

but they could be recognized by the unique way of reporting values of activity outcomes. 

Examples include BP Check, Exposure Assessment, and Heart Rate/Pulse Rate Check. In 
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the example of BP Check activity, the results are always reported as a set of two numbers 

separated by the word “over”. Sometimes, the values are accompanied by identifier words 

such as “BP”, “blood pressure”, “manual”, or “cuff”, or reported with other vitals, like heart 

rate and oxygen saturation. In some examples, reporting of the BP values alone was 

triggered by a request, (e.g., “what is the blood pressure?”), which could also act as an 

identifier.

Activities with specific keywords for reporting the results typically contain little to no 

speech before or during the activity. Examples include Abdomen and Pelvis Examination, 

Ear Examination, Chest Examination, Peripheral and Central Pulse Check. These activities 

can be recognized by the specific keywords found in the reports. The results of patient 

Abdomen and Pelvis Examination are reported as “Abdomen is soft and non-distended” and 

“Pelvis is stable”, where “soft”, “non-distended”, and “stable” represent activity-specific 

keywords.

The speech patterns allowed us to derive common keywords for the activities and understand 

the nature of speech before, during, and after the activity is performed (Table 1). For 

example, only a few activities contain speech during performance. Keyword analysis also 

highlighted the unique vs. common keywords across activities. For instance, “bilaterally” is 

used in more than one activity, including Breathing Assessment, Pupil Examination, and Ear 

Examination. Keywords like “reactive” and “sluggish” are unique for Pupil Examination. 

Understanding the keywords provided us with a platform for analyzing the structure of 

speech-events.

5.2 Narrative Schemas

We constructed narrative schemas for five different activities based on 20 transcripts of 

actual resuscitations (Figure 2, Figure 3, and Figure 4). The rounded rectangle boxes in the 

schemas represent key narrative events such as information requests or reports, and the 

diamond shaped boxes represent decision-making events such as assessment during an 

activity performance. The arrows between the boxes indicate possible transitions between 

key events in a single performance of an activity. Because transitions between events depend 

on the changes in patient condition, the events in any story may occur in any order as 

indicated by the arrows. The vertical double-headed arrow indicates the actual activity 

performance in the workflow (Figure 2). Below we describe each narrative schema in detail.

Blood Pressure (BP) Check activity occurs during the Circulation Assessment phase of the 

primary survey when a bedside nurse places an automatic BP cuff on the patient to obtain 

the BP value. Blood pressure is one of the vital signs, along with temperature, heart and 

respiratory rates, and oxygen saturation, that is repeatedly measured throughout the 

resuscitation. The standard narrative schema for BP Check activity consists of six key events 

(Figure 2): (1) requesting to measure the patient’s BP, (2) talking to the patient to check BP, 

(3) reporting on progress of BP measurement, (4) reporting on the measured value of BP, (5) 

requesting a (repeated) report or additional clarification of BP value, and (6) assessing the 

measured BP value. Most of the time, the bedside nurse performs BP Check after talking to 

the patient to check BP event, as indicated by the double-headed red arrow. In some cases, a 

trauma team member may request to check the patient’s BP. The nurse may also report the 
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BP without the request to measure, talking to the patient or reporting the progress of BP 

measurement. Generally, due to the noisy nature of the setting, the report may be inaudible, 

hence a request to report the previously reported BP value event might follow the BP report. 

At the end of the activity performance, the team leader may assess the measured BP value to 

determine if they need another measurement.

Glasgow Coma Score (GCS) Calculation activity is performed during the Disability 

Assessment phase of the primary survey. A physician surveyor assesses the patient’s visual, 

verbal and motor abilities based on their responses to the surveyor’s commands. For 

example, if the patient is conscious, the surveyor may ask them to open their eyes, answer 

specific questions or move their arms and legs to assess visual, verbal and motor abilities, 

respectively. The patient is given a neurological score ranging from 3–15, where 15 is a fully 

alert patient and 3 is an unresponsive patient. GCS Calculation activity is normally not 

repeated unless there is a significant change in the patient condition. GCS Calculation 

activity is speech-intensive because it has multiple steps and may take longer to complete. 

The standard narrative schema for GCS Calculation consists of five key events (Figure 3): 

(1) requesting to measure the patient’s GCS value, (2) talking to the patient to determine 

GCS value, (3) reporting on the calculated GCS value, (4) requesting a (repeated) report or 

additional clarification of GCS value, and (5) assessing the calculated GCS value. GCS 

Calculation is also one of the few activities that contain speech during the activity 

performance. The surveyor performs this activity while they are talking to the patient to 

determine GCS value event. Similar to BP Check activity, the surveyor reports the GCS 

value after the activity is performed and other team members may request additional 

clarification. Occasionally, the team leader may initiate the activity by requesting the 

patient’s GCS value. At the end of the activity performance, the team leader assesses the 

value to determine if the calculation is appropriate. If the assessment is unreliable, the 

activity is repeated to confirm the calculation.

Pupil Examination is also performed during Disability Assessment phase of the primary 

survey, either with or immediately after GCS Calculation. During the exam, a physician 

surveyor assesses the patient pupils’ condition and responsiveness to light. This activity is 

performed only once and there is less speech associated with it. The standard narrative 

schema for pupil examination consists of four events (Figure 3): (1) requesting to perform 

pupil examination, (2) talking to the patient to perform examination, (3) reporting the 

results, and (4) requesting a (repeated) report or additional clarification of results. The team 

leader usually initiates the exam with a request and the surveyor performs the activity after 

talking to the patient by asking them to open their eyes. The surveyor reports the results 

immediately after the examination. In some cases, other providers in the team may request 

an additional clarification on the reported value. The schema for this activity does not 

contain a decision-making event because we did not observe any events associated with 

assessment of pupil results. However, the activity may be repeated if the patient condition 

changes.

Exposure Assessment is performed during the primary survey to measure the patient’s 

temperature using a thermometer. A bedside nurse measures temperature multiple times 

during every resuscitation, along with other vital signs. The five key events in the standard 
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narrative schema include (Figure 3): (1) requesting to measure the patient’s temperature, (2) 

reporting on progress of measuring temperature, (3) reporting on the measured value of 

temperature, (4) requesting a (repeated) report or additional clarification of temperature 

value, and (5) assessing the measured temperature value. A team leader may request to 

measure the patient’s temperature. Commonly, the bedside nurse performs the activity and 

reports the value along with other vital signs. We observed multiple requests to repeat 

previously reported values because this activity is performed several times. The assessment 

event does not have a decision point leading to repeat the measurement within this activity 

because temperature assessment leads to controlling the patient temperature, an activity 

called Exposure Control (e.g., covering the patient with blankets).

IV Placement is performed in the Circulatory Control phase of the primary survey following 

the Circulatory Assessment activities such as BP, Pulse and Heart Rate Check. A thin tube is 

inserted into one of the patient’s veins to administer fluids directly into the bloodstream. The 

standard narrative schema for this activity includes seven events (Figure 4): (1) inquiry on 

patient’s pre-hospital IV status, (2) reporting on patient’s pre-hospital IV, (3) decision on 

adequateness of the pre-hospital IV, (4) requesting to get a new IV access, (5) reporting on 

the progress of getting an IV access, (6) reporting on completion of IV access, and (7) 

requesting an additional clarification on IV access. An important aspect of this activity is 

that the patient may already have an IV inserted before arrival to the hospital. The team 

leader initiates the activity by inquiring about the patient’s pre-hospital IV status. A team 

member checks the IV access and reports the status to the team. If the patient already has an 

adequate pre-hospital IV, the team leader makes the decision to administer the fluids, which 

marks the end of the IV Placement activity. If the pre-hospital IV is inadequate, the team 

leader requests the bedside nurse to establish a new IV access. The nurse continues to report 

on the progress of the IV placement until the completion is successful. Similar to other 

activities, other providers in the room may ask for a clarification on the IV access.

Next, we analyzed the structure of sentences using the seven-tuple event notation. For 

example, the speech-event “Can we get a blood pressure?” for the BP Check activity is 

represented as (get, we, blood pressure, …, …, …, …) tuple (Figure 2). In this speech-event, 

the keyword is “blood pressure,” which is the object of the sentence, “get” is the verb and 

“we” is the subject. Some BP Check speech-events also have entries for other tuples, such as 

“manually” for the adverb and “106 over 92” for the adjective (or a qualifier). Within an 

activity, we found that the adjective is the key element representing the reported value. For 

example, a blood pressure report event may take forms: (…, …, …, …, …, 106 over 92, …) 

(…, blood pressure, …, …, …, 136 over 60 manual, …)

Because key speech-events are similar across all activities, we compared the tuples to 

identify distinguishing speech related to different activities. We found that most verbs were 

similar, such as get or measure, and only few were unique for a particular activity type. For 

example, look and shine were distinctive for Pupil Examination, and squeeze and move for 

GCS Calculation. It appears, however, that verbs can serve to identify the stage of activity 

performance. Verbs in requests were usually used in the imperative mood (Figure 2), while 

reports rarely used a verb. In our domain, the key element that distinguished activity types 

was the direct object. For example, a request to measure patient data may take forms:
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(get, we, blood pressure, ..., ..., ..., ...) (get, we, temperature, ..., ..., ..., ...)

Both of these speech-events correspond to requesting to measure patient data in BP Check 

and Exposure Assessment. The sentence verbs and subjects are the same, and the only 

distinguishing element is the object, represented by the keywords for the respective 

activities.

5.3 Evaluation of Narrative Schemas

To assess how representative are the narrative schemas of conversation during the activity, 

we evaluated them using 17 new transcripts. We found that the key events and workflow of 

the standard schemas remained stable for all five activities. The number of tuples, however, 

changed as new speech sentences were encountered in previously unseen transcripts. We 

modified the standard schemas derived from the initial 20 resuscitations by adding new 

tuples (bold text in Figure 2) based on two scenarios:

(a) New keywords occurred in different parts of speech in a tuple. For example, in BP Check 

activity, we added the verb “recycling” and the adverb “right now:” (recycling, …, …, …, 

…, …, right now)

(b) Existing keywords occurred in a new combination within a tuple. For example, in Pupil 

Examination activity, we added: (look, …, light, ..., ..., ..., ...) Although both “look” and 

“light” already appeared in the schema tuples, they did not occur together in a single tuple.

Most new tuples were added because of new verbs (Table 2). The number of new tuples 

added to each schema did not correlate with the perceived complexity of the corresponding 

activity (Table 2). For example, BP Check had more modifications (11 new tuples) than 

GCS Calculation activity (one new tuple). On average, we added four new tuples, ranging 

from none for Exposure Assessment to 11 for BP Check.

We observed that the number of new tuples added because of new object keywords was 

relatively low: only three (Table 2). Given that in our domain the key element that 

distinguishes between activities is the direct object, this finding shows that our initial 

schemas remained stable even with the new cases. Most changes were made because of new 

verbs, which generally do not serve as differentiators of activities (except for some verbs 

such as shine or move).

6 DISCUSSION

The results from our analysis of speech patterns, structure and workflow during trauma 

resuscitation provided several insights into speech as a sensor modality for activity 

recognition during a complex medical process. Unlike other sensor modalities, such as 

computer vision and RFID, speech can be used to extract rich and finer-grain information 

about ongoing activities. Synchronous modalities like RFID and imaging capture only 

information about the current status of activity performance (e.g., not-performed versus 

performed). Our results showed that speech can provide information such as activity type, 

activity stage (preparation, performance, assessment), and even activity content (parameters, 

outcome and findings). Although we used a single site for this study, our results generalize 
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to most U.S. trauma centers due to similarities in team structures and procedures, as well as 

the use of the same evaluation protocol [1]. From our prior work [25], we learned that the 

nature of team communications in an adult trauma center did not differ much from that of a 

pediatric site. The only notable distinction was that nurses talked more frequently to 

pediatric patients than adults, to keep them calm and informed. Below we discuss design and 

research implications for using speech as part of an activity recognition system.

6.1 Design Implications for a Speech-Based Activity Recognition System

Verbal communication associated with activity performance during trauma resuscitation 

exhibits specific speech patterns and keywords that could facilitate activity recognition. 

Similar patterns can be expected for other knowledge-based processes. Our findings showed 

only minor differences between narrative schemas for the four assessment activities. In 

addition, when comparing the narrative schemas of assessment and control activities, we 

found that the only major difference is the decision-making event. In assessment activities, 

the decision is made after the activity performance, while in control activity decision is made 

early to allow for an action based on the decision. The presence of common key events 

across activities will allow the activity recognition system to focus on the key differences 

between each schema, thereby simplifying the activity recognition. We also found that both 

narrative schemas and their speech-event tuples for all five activities needed only minor 

modifications when previously unseen cases were analyzed. This finding suggests that the 

identified standard schemas accurately represent the activity-related speech and can be 

expected to remain stable when new cases are considered.

We identified keywords specific for both activity type and activity content in three different 

stages of performance. These keywords can be used to differentiate between the activities. 

Because speech-event tuples will become available incrementally during process 

performance, the system will not rely on matching complete schemas. Rather, the current 

activity type will be predicted from the observed keywords and available tuples (Figure 5). 

The associated schema for the predicted activity will be instantiated and its tuples will be 

filled out as new speech is captured. During this process, the correctness of the initial 

activity prediction can be checked and the activity parameters can be extracted from the 

speech-event tuples.

As an activity progresses from the first mention (e.g., planning) through performance to 

assessment, speech will be automatically captured and each speech-event will be used for 

constructing narrative schemas (Figure 5). When new speech-event tuples are captured, the 

narrative schemas for current activities will be continuously evaluated and modified, if 

necessary. The system will infer the stage of performance for each activity based on the 

tuples that were recognized from the speech heard so far.

Because resuscitation activities are mostly concurrent and interleaved, the system must also 

understand the relationships between the narrative schemas of different activities and the 

transition from one schema to another. To achieve this function, we need to consider 

dependencies between activities (e.g., performed together or in particular sequence), which 

may also depend on activity results. For example, a low or high blood pressure might lead to 
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administering fluid or medication. The system, therefore, needs to represent the relationships 

between narrative schemas of different activities.

A speech-based activity recognition system would need the following information available 

to successfully recognize the activity type, activity stage, and its parameters: (a) new 

sentences that become available at random times to extract relevant parameters and construct 

partially or fully completed activity stories, (b) standard narrative schemas for all activity 

types, and (c) a representation of dependencies between different activities for appropriate 

transition between their narrative schemas.

6.2 Challenges in Speech Pattern Modeling

Our analyses uncovered several challenges associated with speech modeling and using 

verbal communication as a cue for automatic activity recognition. A major barrier for 

domains such as trauma resuscitation is the need to acquire large datasets of stories for 

different activities to allow for system training. Existing research on script modeling uses 

carefully crafted stories with clear beginning and ending, and with all content relevant to the 

core story [4,18,21,22]. Large numbers of such stories are usually acquired by 

crowdsourcing using Amazon Mechanical Turk [18] or using Wikipedia pages broken into 

paragraphs [21,22]. In contrast, acquiring such large number of stories for complex medical 

domains presents three challenges:

Incomplete (lacking or nonverbal) or unintelligible communications: Due to the constant 

movement of team members in the trauma bay, it is difficult to position the microphones to 

capture high-quality audio recording [2]. Recordings captured from the overhead 

microphones are noisy and contain overlapping conversations (“cocktail party effect”), 

which makes the transcribing process tedious, time-consuming and often requires domain 

expertise for correct transcription of medical terms.

Concurrent activities and intertwined stories: The “stories” are often interleaved due to 

concurrent activities, requiring manual processing to separate the stories and determine the 

beginning and ending of each story. A model of the process workflow could support 

predicting the flow of activities, but it would still require manual separation of activities. The 

Stanford Dependency Parser [26] could be used to parse the input text into speech-event 

tuples.

Planned but abandoned activities or repeated, possibly unsuccessful performances: During 

any resuscitation, the trauma team may consider an activity and discuss it, but decide not to 

perform the activity because it was deemed unnecessary. Sometimes, the trauma team may 

also perform an activity multiple times because the results were unsuccessful. The system 

may not be able to correctly identify such scenarios, either because of nonverbally 

communicated decisions or poor audio recordings resulting in inaccurate speech-to-text 

mapping.
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7 CONCLUSION

This work described findings from speech analysis and modeling to assess the feasibility of 

using speech as a sensor for automatic activity recognition in a complex medical setting. We 

identified speech patterns for verbalizing activities during trauma resuscitation along with 

commonly occurring keywords. Using this knowledge, we developed narrative schemas 

(speech models) for five resuscitation activities and applied a linguistic modeling approach 

to understand the structure of sentences. We found similarities between the narrative 

schemas of different activities, even with a relatively small sample of resuscitation events. 

These findings suggest that both the flow of key events and sentence structure of standard 

narrative schemas are stable and adequately represent the ongoing activity, including its 

stage and content. Using and modeling speech for the purposes of activity recognition poses 

several challenges, including incomplete or unintelligible verbal communications, 

concurrent activities, planned but abandoned activities or repeated, possibly unsuccessful 

performances. Through continued research, we aim to explore how speech could be 

combined with other modalities like RFID, computer vision, and other sensors to support the 

future development of a decision-support system for complex medical teamwork.
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Figure 1: 
All communications related to Blood Pressure Check activity in an example resuscitation. 

(case ID: 160649)
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Figure 2: 
Narrative schema for BP Check activity with “speech-events” (left) and example utterances 

for each event represented in seven-tuple notation (right). Any event may transition to any 

subsequent event because of incomplete (lacking or nonverbal) communication or problems 

with speech recognition. New event tuples added during evaluation of the narrative schemas 

using 17 new resuscitations are indicated in bold text.
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Figure 3: 
Narrative schemas for GCS Calculation, Pupil Examination and Exposure Assessment 

activities derived from 20 resuscitations.
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Figure 4: 
Narrative schema for IV Placement activity.
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Figure 5: 
Proposed approach for recognizing activities from speech.
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Table 1:

Common keywords/phrases for BP Check, GCS Calculation, Pupil Examination, Exposure Assessment, IV 

Placement before, during and after activity performance. No speech was observed during BP Check, Pupil 

Exam and Exposure Assessment.

Blood Pressure Check GCS Calculation Pupil Examination Exposure Assessment IV Placement

Before

blood pressure, BP, 
pressure, heart rate, 
saturation, BP cuff, vitals, 
manual cuff, pressure cuff

GCS open your eyes, shine, 
light, pupils temperature, temp, exposure IV access, left, 

right, IV, line

During -

open your eyes, what 
is your name, what is 
your date of birth, 
squeeze my hand, 
wiggle your toes, 
move your hand, lift 
your leg, remember

- - IV, pinch, hurts

After blood pressure, heart rate, 
saturation, BP, pressure, 
manual, (value)

GCS, Glasgow coma 
score, (value)

pupil, equal, reactive, 
bilateral, minimal, 
sluggish, brisk, 
millimeters, (value)

temperature, temp, tympanic, 
axillary, oral, (value)

IV access, left, 
right, IV, line, 
gauge, fluids, 
(value)
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Table 2:

Number of new tuples added to the narrative schemas of activities during evaluation with 17 new resuscitation 

cases.

Activity type
# of 
existing 
tuples

# of 
new 
tuples 
added

# of 
new 
verbs 
added

# of new 
subjects

# of 
new 
direct 
objects 
added

# of 
prepositional 
relations 
added

# of new 
prepositions

# of new 
adjectives

# of new 
adverbs

Blood Pressure Check 42 11 8 3 2 1 1 1 1

Pupil Examination 24 5 3 1 0 0 0 1 0

GCS Calculation 50 1 0 0 1 0 0 0 0

IV Placement 50 1 0 0 0 0 0 1 0

Exposure Assessment 35 0 0 0 0 0 0 0 0
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