
MixMD Probeview: Robust Binding Site Prediction from 
Cosolvent Simulations

Sarah E. Graham†, Noah Leja‡, and Heather A. Carlson*,†,‡

†Department of Biophysics, University of Michigan, 930 N. University Ave, Ann Arbor, MI, USA 
48109-1055

‡Department of Medicinal Chemistry, College of Pharmacy, University of Michigan, 428 Church 
St., Ann Arbor, MI, USA 48109-1065

Abstract

Mixed-solvent molecular dynamics (MixMD) is a cosolvent simulation technique for identifying 

binding hotspots and specific favorable interactions on a protein’s surface. MixMD studies have 

the ability to identify these biologically relevant sites by examining the occupancy of the cosolvent 

over the course of the simulation. However, previous MixMD analysis required a great deal of 

manual inspection to identify relevant sites. To address this limitation, we have developed MixMD 

Probeview as a plugin for the freely available, open-source version of the molecular visualization 

program PyMOL. MixMD Probeview incorporates two analysis procedures: 1) to identify and 

rank whole binding sites and 2) to identify and rank local maxima for each probe type. These 

functionalities were validated using four common benchmark proteins, including two with both 

active and allosteric sites. In addition, three different cosolvent procedures were compared to 

examine the impact of including more than one cosolvent in the simulations. For all systems 

tested, MixMD Probeview successfully identified known active and allosteric sites based on the 

total occupancy of neutral probe molecules. As an easy-to-use PyMOL plugin, we expect that 

MixMD Probeview will facilitate identification and analysis of binding sites from cosolvent 

simulations performed on a wide range of systems.
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Introduction

First introduced in 20091, hotspot mapping with molecular dynamics (MD) simulations of 

small molecule probes and water is being increasingly applied towards the development of 

small molecule inhibitors. These cosolvent simulations provide two types of information. 

First, when many probes map a location, it identifies binding sites on the protein’s surface, 

including ligand binding sites, protein-protein interaction sites, and other biologically 

relevant interactions. Secondly, the functional groups on the individual probes identify sites 

on the protein’s surface that favor specific interactions, which can be used to inform 

structure-based drug design efforts. Several cosolvent simulation methods have been 

introduced, as recently reviewed.2 While these methods all utilize mixtures of small 

molecule probes and water, they have a number of differences regarding the specific probes 

used, the protocol for simulation, and the method of identifying and ranking the results. For 

example, some cosolvent methods have focused on the use of a single probe molecule per 

simulation while others have multiple probes run simultaneously. The MixMD method 

developed by our group previously utilized a layered setup of a single probe type and water 

in a 5%/95% v/v probe to water ratio.3 Introducing charged probes required a transition to 

ternary solvent mixtures to balance the number of positive and negative charges within the 

system.4 Other simulation methods, including the SILCS method5 from the MacKerell group 

and cosolvent simulations by Bakan et al.6, have utilized 4–7 different types of probe 

molecules within the same simulation. Simulations containing multiple probe types clearly 

require fewer simulations than comparable methods that simulate each probe separately, but 

the extent to which this influences the predicted binding sites is unclear.

Traditionally, hotspots have been identified by overlapping density from multiple probe 

molecules.4,7,8 In our MixMD method, the occupancy of probe molecules is determined by 

overlaying the protein and solvent system with a grid and counting the number of times a 

probe molecule occupies each region. The occupancy is then converted into “σ units”, 

expressed as the number of standard deviations away from the mean occupancy. This allows 

for the maps to be viewed at different occupancy contour levels, in an analogous way to 

crystallographic electron density. The resulting maps are visualized in PyMOL to identify 

the highest occupied sites comprised of multiple probe types. These regions, or hotspots, are 

then ranked by maximal occupancy.4 When applied to seven test systems, this method 

successfully identified known biologically relevant sites on the basis of maximal occupancy.
4 However, manually inspecting every probe map at multiple occupancy contour levels for 

every system is tedious and time-consuming, thereby limiting the number of systems that 

can be studied.

Other approaches have identified binding sites by converting the probe occupancies into 

theoretical binding affinities. In the SILCS method5 and the method by Bakan et al.6, the 

binding affinity at a specific grid point is calculated from the Boltzmann relationship:

Δ Gi =   − RTln
Oi

Obulk
(1)
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where Oi is the occupancy at grid point i, Obulk is the expected occupancy in bulk solvent, 

and T is the temperature. In the SILCS method, these energies are referred to as grid free 

energies, and they can be used to visualize predicted affinities on the surface of the protein 

or may be used to determine the theoretical binding affinity of a ligand having atoms at point 

i.5 In the approach used by Bakan et al., distinct interaction sites are identified, and the 

lowest energy point, calculated from Equation 1, is selected to represent the site.6 Nearby 

sites are merged and the energies are summed to yield theoretical affinities for each region. 

The affinities are then used to rank the “druggability” of each site. This approach was used 

successfully to identify known binding sites for five systems and to rank potential binding 

sites within each system by the maximum predicted affinity.6

While Equation 1 is straightforward to use, there are some inherent limitations in the 

calculation of binding affinities at the level of sub-atomic grid points using data from 

simulations of whole probe molecules. The binding affinity of a probe molecule is 

dependent on the contributions of every atom within the probe. For example, in the case of 

isopropyl alcohol, the hydroxyl group may be making hydrogen bonding interactions, while 

the methyl groups are making hydrophobic interactions. Partitioning the binding affinities 

calculated from the entire probe molecule’s occupancy down to the grid point level neglects 

to consider these effects. Instead, we have focused on the analysis of overall occupancy of 

the probe molecules as a whole. Using a clustering method to identify separate regions on 

the protein’s surface, we calculate the total occupancy of probe molecules for each site 

across all simulations. This identifies the regions that are highly occupied by multiple probe 

types across multiple simulations.

To facilitate application of our MixMD method, we have developed a plugin, which we call 

MixMD Probeview, for use with the freely available open-source version of PyMOL.9 

Requiring only a PDB-formatted file containing grid points and associated occupancies from 

a set of cosolvent simulations (easily obtained by post-processing of trajectories with 

AmberTools10), MixMD Probeview identifies binding sites composed of multiple probes as 

well as local maxima for individual probes. We have validated this method on four systems 

(including two with allosteric sites), using data taken from more than 2 μs of simulation time 

per system. Simulations were performed for multiple solvent setup procedures, including 

both solvents alone (ie. a single probe and water) and in several combinations (ie. 2 or more 

probe types and water). This allowed us to verify the ability of MixMD Probeview to 

identify binding sites for a range of systems and cosolvent procedures. Additionally, since 

simulations were completed for both individual probes and probes run in several different 

mixtures, we were able to compare the resulting probe occupancy and binding site prediction 

for different simulation methods. For each system and solvent mixture, the simulations were 

analyzed at two levels. The first being the ability to correctly predict and identify 

biologically relevant regions as highly ranked hotspots, and the second being the agreement 

in functional group mapping between individual and combined probe simulations.
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Methods

Simulation Procedures

ABL kinase (PDB:3KFA)11, Androgen receptor (AR, PDB:2AM9)12, β-secretase (BACE, 

PDB:1W50)13, and dihydrofolate reductase (DHFR, PDB:1DG8)14 were selected as test 

systems. These proteins are commonly used benchmark systems and include systems with 

allosteric sites to provide a thorough test of MixMD Probeview’s ability to predict binding 

sites. All ligands and water molecules in the crystal structures were removed, with the 

exception of the NADPH cofactor in DHFR which was retained and modeled using the 

parameters developed by Ryde.15,16 Hydrogens were added and asparagine, glutamine, and 

histidine positions were optimized using MolProbity and the Protonate 3D tool in MOE.17,18 

Ionizable residues were assigned their default protonation state at pH 7. For each system, 

probes were run individually (“solo”) or in one of two combined sets, given in Table 1. 

Portions of these simulations were completed previously by our group.4 Solvent mixtures 

were chosen to minimize the need for two probes to compete for mapping the same type of 

interaction with the protein surface. For example, pyrimidine and imidazole are both 

aromatic probes and would be expected to occupy many of the same sites. For this reason, 

none of the probe mixtures include both pyrimidine and imidazole. In each case, a 5%/95% 

v/v ratio of probe molecules to TIP3P19 water was maintained, with the 5% of probe 

molecules split evenly between probe types.

The simulations were initiated using a layered setup, with probe molecules placed around 

the protein, followed by a box of water to achieve the desired concentration. This setup was 

chosen to facilitate probe sampling at lower concentrations, consistent with previous 

development of the MixMD method.3 The tleap module of AmberTools12 or 1410, 20 was 

used for system setup, with the FF99SB21 force field and previously developed solvent 

parameters4, 22. Probe molecules were distributed using tleap, without preferential 

placement in known binding sites. For example, setup of DHFR in each solvent type at the 

5%/95% v/v concentration resulted in 197 pyrimidine/16,378 waters, 263 acetonitrile/14,472 

waters, 176 methylammonium/176 acetate/20,879 waters, 182 isopropyl alcohol/14,663 

waters, 165 N-metylacetamide/13,302 waters, and 240 imidazole/16,726 waters. Initial 

placement of these probe molecules relative to the active site is shown for DHFR as an 

example in Figure S.1 of the supplementary information. In addition, a different random 

number seed was used for each simulation so that initial velocities are set individually for 

each simulation. This helps to ensure that the initial system setup does not bias the results 

obtained. The systems were initially minimized, followed by heating to 300 K with restraints 

on the protein. The restraints were then gradually removed as the systems were equilibrated. 

For each system and solvent type, 10 simulations of 20 ns production time with a 2 fs 

timestep were completed with AMBER12 or 14.10,20,23–25 Proper bulk solvent behavior over 

the course of the simulation was verified using radial distribution functions calculated using 

the cpptraj module in AmberTools14.10 Following simulation, the last 10 ns of each 

trajectory were aligned, and the occupancy of the center of mass of each probe molecule was 

calculated on a 0.5 × 0.5 × 0.5 Å grid using an in-house modified version of the cpptraj 

module in AmberTools14.10,26 The modification to cpptraj was necessary to allow for 

center-of-mass based occupancies to be calculated.
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Analysis Procedures

Our PyMOL plugin, MixMD Probeview, was used for the analysis of the occupancy grids. 

The plugin and a detailed user guide are included in the supplementary information. The 

plugin consists of two analysis procedures: 1) to identify and rank whole binding sites and 2) 

to identify and rank maxima of each probe type. MixMD Probeview is written in Python and 

uses the scikit-learn package for clustering.27 In order to identify whole binding sites on the 

protein’s surface, the DBSCAN clustering algorithm was used. This algorithm is capable of 

identifying density connected regions of any shape or size and does not require a predefined 

cluster size or number of clusters.28 DBSCAN clustering relies on three parameters: 1) a 

cutoff to determine which grid points to cluster, 2) epsilon (ε), the maximum distance by 

which two points can be separated and still be considered within the same cluster, and 3) the 

minimum number of points within an epsilon neighborhood for a point to be considered a 

core point. Clusters are created by grouping all points that are reachable within the epsilon 

distance and containing at least the minimum number of points. In practice, this allows for 

the automated identification of clusters of probe occupancy from either overlapping or 

adjacent grid points. The DBSCAN algorithm is particularly useful for identifying ligand 

binding sites because of its requirement for connected regions of density, thereby identifying 

sites that could be connected within the span of a few bond lengths. In the present study, grid 

points having greater than 10% of the maximum occupancy were used for clustering with a 

distance parameter of 3 Å. This is approximately the width of pyrimidine or twice the length 

of a carbon-carbon bond in ethane, and so would identify regions that could be connected 

within 1–2 bond lengths. The minimum number of points was set to 10 to remove small, 

sparse clusters from further analysis. Following clustering of the occupancy grid points, the 

resulting clusters can be ranked by either the maximum occupancy found in the cluster or 

the total sum of occupancy within the cluster.

While the DBSCAN clustering algorithm is suitable for identifying binding sites, it is not 

capable of differentiating groups of points whose edges are adjoining, as frequently happens 

in regions adjacent to local maxima. In order to identify and rank favorable probe binding 

sites for individual probe molecules, the Mean Shift clustering algorithm29 was used. The 

Mean Shift algorithm was chosen as it is capable of identifying arbitrary shapes and sizes of 

clusters from data points with varying density in 3-D space, making it ideally suited to 

finding clusters corresponding to local maxima from cosolvent simulations. In the Mean 

Shift clustering procedure, the distribution of data is represented by a kernel density estimate 

with bandwidth parameter h. An iterative process is then applied to the data to identify a 

local density gradient followed by a shift of the center of the kernel until the gradient of the 

density is zero, and the peak in the data is identified.29 This clustering process identifies the 

highest occupied region as the center, with lesser occupied regions surrounding this point 

grouped into the cluster based on the observed spatial distribution. Larger bandwidth values 

will generate fewer, larger clusters while a smaller bandwidth value will give a greater 

number of small clusters. The clusters can then be ranked by the maximum occupancy 

within the cluster.

As a comparison to other existing methods, binding site detection was also performed using 

the alternate, fast methods FTsite7, Fpocket30, and MOE siteview17. These analyses were 
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performed using the same initial starting crystal structures used for the setup of the MixMD 

simulations.

Results and Discussion

DBSCAN Clustering to Identify Binding Sites

Previous studies by our group established that biologically relevant sites could be identified 

based on maximum solvent occupancy in cosolvent simulations.4 These simulations 

correctly identified the active and allosteric sites as being among the top ranked sites by 

occupancy. However, when solvent mixtures are used rather than single cosolvents some 

sites that would normally be ranked as having maximal occupancy may have intermediate 

occupancy values because of multiple, exchanging solvent molecules. Ranking by maximal 

occupancy in these cases would favor sites that bind a single probe type tightly rather than 

those sites which bind multiple probe types tightly. To account for this, we have moved to 

ranking based on total occupancy within a region. Occupancies were generated based on the 

center of mass of each probe molecule so that each probe would contribute equally when the 

total (summed) occupancies were calculated. The rankings shown in the following sections 

were generated using our PyMOL plugin with the occupancies of all neutral probe 

molecules. Previous MixMD studies have shown the ability to identify most active sites 

using the occupancies of neutral probe molecules.4 Highly charged binding sites are 

typically not desirable pharmaceutical targets, and therefore we have focused on the 

identification of binding site regions using only neutral probes. Charged probe molecules 

were included in each set of simulations and yield additional insight into the binding 

preferences of each site that may be used along with the neutral probe results to identify 

specific favorable interactions.

ABL Kinase

Both active and allosteric ligands bind to ABL kinase, with varying specificity depending on 

ABL’s conformational state. As shown in Figure 1, MixMD simulations identify both the 

active and allosteric sites as the top ranked sites for every solvent combination tested, though 

the ordering differed depending on the solvent set. Ligands that bind to the active site of the 

inactive, DFG-out form of ABL kinase (used to initiate the MixMD simulations) form 

interactions at the ATP binding site as well as the site that is occupied by phenylalanine in 

the DFG-in conformation.11,31 These two sites are encompassed by the MixMD identified 

binding site, which shows two areas of density connecting over the activation loop. As 

shown in Figure 1, there is a patch of highly occupied probe density at both the left and right 

sides of the active-site ligand, corresponding to the ATP and phenylalanine positions, 

respectively. Summing over the clustered grid points identifies the active site as having the 

highest total occupancy for both the individual probe and solvent combination B 

simulations. In the case of the simulations of solvent combination A, the left and right 

portions of the active site are broken up into two clusters, as they are separated by slightly 

more than 3 Å. This results in the active site being ranked second, behind the allosteric site. 

Including the second cluster at the left side of the active site would have ranked the active 

site as the highest occupied cluster. Regardless, the top two sites clearly have a greater 

degree of occupancy than other sites, as seen in the boxplot in Figure 1.
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The second site identified by the MixMD occupancy corresponds to the allosteric site of 

ABL kinase. Allosteric ligands bind in the myristate pocket, near the C-terminus. In the 

autoinhibited form of ABL kinase, the C-terminus adopts a bent conformation, allowing the 

SH-2 and SH-3 domains to close against the adjacent kinase face.31 Ligands binding to this 

site can act to stabilize the autoinhibited form of ABL (eg. GNF-2, PDB:3K5V)32, or may 

block bending of the helix to stabilize the active conformation (eg. DPH, PDB:3PYY)33. 

Both allosteric activators and inhibitors occupy the myristate binding site, shown in dark 

blue in Figure 1. Activators form additional interactions to the left of this site, which 

effectively blocks helix bending. These additional interactions are replicated in the MixMD 

simulations, and correspond to the small, light blue cluster to the left of the dark blue 

allosteric site.

Androgen Receptor

Androgen receptor (AR) is a soluble steroid-type protein that acts as an intracellular 

transcription factor.34 AR is stimulated by androgens (e.g., testosterone and 5α-

dihydrotestosterone) which bind to the active site and regulate gene expression for male 

sexual characteristics. Both agonists and antagonists of AR have been developed to treat 

conditions such as hypogonadism and prostate cancer.34 As shown in Figure 2, ranking by 

total occupancy from MixMD simulations successfully identifies the active site as the top 

ranked site in all three solvent sets.

AR also contains two allosteric sites, as shown in Figure 2. Ligands binding to these sites 

alter the receptor’s conformation, and subsequently, its ability to bind to steroid receptor 

coactivator 2–3(SRC2–3).35 The inability to bind to SRC2–3 hinders the receptor’s 

functionality, which ultimately diminishes the androgen response. These allosteric sites were 

identified in all three sets of simulations, but the ranking differed depending on the solvent 

set used. In the solo and solvent combination A simulations, the active site and two allosteric 

sites were the top three ranked sites. In the simulations of solvent combination B, the active 

site was ranked as number 1, but the two allosteric sites were ranked lower than one site that 

is a crystal packing interface. Comparing the distribution of occupancies among clusters, this 

discrepancy might be due to the smaller number of individual simulations for solvent 

combination B relative to the other solvent combinations. Averaging over a larger number of 

simulations might better distinguish functional binding sites from other easily desolvated 

sites on the protein’s surface, as shown in the boxplot in Figure 2.

β-Secretase

BACE is responsible for cleavage of β-amyloid precursor protein.37 The active site of BACE 

is a large cleft, containing a number of known subsites involved in ligand recognition.38–40 

Ligands do not have to make all of these interactions however, and effective ligands have 

been developed that bind within only a small region of the overall active site. For example, 

LY2811376 binds BACE with nanomolar affinity by engaging the catalytic aspartates and S1 

and S3 subsites, and leads to decreased levels of Aβ in animals and humans.41 MixMD 

simulations correctly identify these subsites, showing the highest levels of probe occupancy 

within the region occupied by LY2811376. As shown in Figure 3, MixMD identifies the 

active site cleft as the highest ranked site for every solvent set tested, though the spread of 
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the clusters differs. The cluster from the solo simulations spans the largest area, with probe 

occupancy extending across the binding cleft. In the solvent combination A and B 

simulations, a smaller region is mapped, but this smaller region corresponds to the portion of 

the active-site known to be targetable by small, high-affinity inhibitors.

Dihydrofolate Reductase

Dihydrofolate reductase (DHFR) is an enzyme that catalyzes the transformation of 

dihydrofolate to tetrahydrofolate, which is utilized for purine and thymidylate synthesis. 

Since DHFR is the sole source of tetrahydrofolate, DHFR is a common therapeutic target for 

many antibiotics, autoimmune disorders, and cancers.42 As shown in Figure 4, MixMD 

correctly identifies the active site as the top-ranked site for every solvent mixture. All 

ligands binding within the active-site of DHFR occupy a T-shaped cleft, which is identified 

as the most-highly occupied site in our simulations. Some ligands extend beyond this core 

area to make additional interactions. For example, methotrexate contains two carboxylate 

groups that bind at the very edge of the active-site region. Identification of binding sites was 

based on neutral probe occupancy, so these sites are not visible in Figure 4, but are seen as 

local maxima of acetate (Figure S.4, supplementary information). This demonstrates the 

ability of MixMD to correctly identify the core active-site region as well as accessory sites 

that may be utilized by some ligands.

Comparing Local Maxima across Solvent Types

As demonstrated in the preceding sections, binding sites can be identified for any of the 

tested solvent mixtures by considering the total occupancy within a region as mapped by all 

of the neutral probes. In addition to binding site prediction, however, cosolvent simulations 

are also frequently used to identify specific interactions of individual probes for use in 

structure-based drug design. It is possible that solvents run in combination may compete 

with each other for binding, leading to fewer local sites being identified when solvent 

mixtures are used rather than solo cosolvent simulations. It is also possible that there may be 

cooperativity between probes, leading to additional local maxima in adjacent regions that 

cannot be observed in solo runs.

In order to compare the occupancies across the three sets of simulations, grid points were 

clustered using the mean shift algorithm implemented in MixMD Probeview to identify local 

maxima and surrounding points. Comparing the local maxima of each solvent within the 

active-site region shows differences for some systems between simulations done with each 

probe individually and those of combined solvent mixtures. For example, simulations of 

individual probes with ABL kinase identify local maxima for acetonitrile, imidazole, and 

isopropyl alcohol within the ATP binding portion (left side) of the active site (Figure 5). In 

solvent combination B, these three solvents are run in combination. In this case, acetonitrile 

and imidazole preferentially occupy this site over isopropyl alcohol. This result does not 

appear to be an artifact of system setup, as none of the simulations (either solo or combined) 

were initiated with these probe molecules directly in the active site. Moreover, the 

occupancies shown were generated by averaging over ten individual runs, each with 

different initial velocities set from a random number seed. Therefore, it appears that the 

differences in observed occupancies at this site are due to a preference for acetonitrile and 
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imidazole over isopropyl alcohol. While acetonitrile and imidazole still capture the tendency 

for hydrophobic and aromatic interactions within this region, hydrogen bonding information 

that may have been captured by isopropyl alcohol is lost. The observed preferential binding 

also has implications for calculating binding affinities based on probe occupancy. Most 

cosolvent methods use the Boltzmann relationship (Eq. 1) to calculate binding affinities 

based on the occupancy of probe molecules. In the event of preferential binding by some 

probes for a specific site, the non-favored probes would have artificially low occupancies 

relative to the expected distribution, leading to errors in the calculated binding affinities. 

Individual probe occupancy for every system is included in the supplementary information 

(Figures S.2–S.5).

Comparison with Alternate Methods for Binding-Site Detection

FTsite7, Fpocket30, and MOE siteview17were all sucessful in identifying the active site of 

each of the tested systems as the top-ranked site. These methods do not rely on molecular 

dynamics simulations, and so are much quicker than MixMD for generic binding-site 

detection. However, these methods were less capable of identifying and prioritizing 

allosteric sites of the tested systems. FTsite was not able to identify the allosteric sites on 

either ABL kinase or androgen receptor. MOE Siteview and Fpocket were able to identify 

the allosteric sites, but these sites were ranked below other regions that are not known 

binding sites. Rankings for each system are shown in Table 2. It is also important to note that 

the overall detail obtained from these binding site prediction methods differs. Fpocket 

provides polar and nonpolar interaction preferring regions, while the MixMD method can be 

used to identify interaction preferences of specific probe types.

Conclusions

MixMD Probeview successfully identified known active and allosteric sites based on total 

occupancy of all neutral probe solvents for all systems tested. For each system, the top-

ranked site was either the active or allosteric site. In comparison with methods that do not 

rely on MD simulations, MixMD Probeview better prioritized known, allosteric binding sites 

over other sites that are not known to bind ligands. For systems having both active and 

allosteric sites, all of the additional known binding sites were ranked above the remaining 

sites, with the exception of one set of simulations for AR. As an easy-to-use plugin for the 

popular visualization software PyMOL, we expect that MixMD Probeview will facilitate 

identification of binding sites from cosolvent simulations performed on a wide range of 

systems.

In addition to Probeview’s ability to find regions containing multiple probe molecules, it 

automates identification and ranking of local maxima of each individual probe solvent by 

occupancy. Validation studies across both single and combined cosolvent mixtures allowed 

us to compare the differences in probe sampling across setup procedures. While the top-

ranked sites identify the allosteric and active sites for every setup procedure tested, the solo 

probe simulations show the greatest separation between real binding sites and the rest of the 

protein surface. As shown in the boxplots in Figures 1–4, when a greater number of 

simulations are used for analysis, there is a greater separation in total occupancy between 
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known binding sites and less meaningful sites on the protein surface. However, the number 

of simulations that can be completed is limited by system size and computational resources. 

Researchers have frequently turned to combined solvent mixtures to reduce the overall 

number of simulations that must be completed, which appears to be an acceptable choice 

when the end goal is binding site identification. In regards to mapping all potential 

interactions within a binding site, the single probe simulations show the best ability to 

identify all potential interactions. When combined simulations are used, not all local 

maxima found in solo probe simulations are seen. This is due to other probe types binding 

more favorably and displacing the other potential probes. Therefore, when the goal of 

cosolvent simulations is to uncover all potential interactions within a binding site, using 

single probe solvents appears to be the most reliable choice.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Cluster ranking by total occupancy for ABL kinase. The active site ligand B91 (PDB:

3KFA)11 and allosteric ligand (myristate, PDB:1OPJ)31 are shown for reference. The top 

two sites for each solvent set are shown as dark blue clusters, with the total occupancy 

within these clusters given in bold. In every case, ranking by total occupancy identifies the 

active and allosteric sites as the highest ranked sites. The boxplot shows the distribution of 

total occupancies for each cluster and solvent set. The top two sites (corresponding to the 

Graham et al. Page 14

J Chem Inf Model. Author manuscript; available in PMC 2019 July 23.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



active and allosteric sites) are noticeably higher in occupancy than the remaining clusters 

(light blue).
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Figure 2: 
Cluster ranking by total occupancy for the androgen receptor. The top ranked sites by 

occupancy are shown in dark blue, with the total occupancies for these clusters in bold. The 

remaining top ten clusters are shown in light blue. Active (PDB:3V4A, PK1)36 and allosteric 

(PDB:2PIU,4HY and PDB:2PIX, FLF)35 ligands are shown for reference. The SRC-2 

coactivator peptide is shown in magenta (PDB:2QPY).35The active site is the top ranked site 

in all cases. In the solo and solvent combination A simulations, the two allosteric sites are 

the next highest ranked sites. However, in solvent combination B the total occupancies for 

the remaining sites are close together, making it difficult to discern the allosteric sites from 

ranking alone.
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Figure 3: 
BACE contains an extended binding cleft, with inhibitors 7H3 (PDB: 5TOL)43 and 5E7 

(PDB:5DQC)44 shown for reference. In every case, MixMD correctly identifies the active 

site as the region with the highest total occupancy, shown in dark blue. The total occupancies 

of the top clusters are given in bold, with the remaining top ten clusters shown in light blue. 

The top cluster identified from solvent combinations A and B is smaller than that of the solo 

simulations, but overlaps with the subsites of BACE that have been targeted by small, high-

affinity ligands.41
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Figure 4. 
The active site of DHFR is correctly identified as the top-ranked site (shown in dark blue) 

across all three sets of MixMD simulations. The total occupancy for the top sites is given in 

bold, with the remaining top ten clusters shown in light blue. Methotrexate and the ligand 

1DN are shown for reference (PDB:1DF7, MTX and PDB:4LEK,1DN).14, 45
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Figure 5: 
Acetonitrile (orange), imidazole (purple), and isopropyl alcohol (blue) grid points with 

greater than 10% occupancy are shown for the active-site region of ABL kinase. Local 

maxima are shown as spheres, with surrounding grid points shown. Imatinib (PDB:1OPJ)31 

and B91 (PDB:3KFA)11 are shown for reference. In the solo simulations, acetonitrile, 

imidazole, and isopropyl alcohol were each run individually. In the combined set B 

simulations, these three solvents were run in combination. Relative to the solo simulations, 

the occupancy in the combined simulations identifies fewer local maxima. For example, the 

isopropyl occupancy seen in the left portion of the ABL active site is absent in the combined 

solvent simulations, and it is replaced by imidazole and acetonitrile occupancy.
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Table 1.

Probe mixtures used for each set of simulations. The solo probes were all run as a single probe in combination 

with water, except for methyalmmonium and acetate, which must be run together to achieve an overall neutral 

charge.

Solo Combination A Combination B

Acetonitrile (ACN) Acetonitrile Acetonitrile

Isopropyl Alcohol (IPA) + Isopropyl Alcohol + Isopropyl Alcohol

Imidazole (IMI) Imidazole + Imidazole

N-methylacetamide (NMA) + N-methylacetamide N-methylacetamide

Pyrimidine (PYR) Pyrimidine + Pyrimidine

Methylammonium (MAI) + Methylammonium + Methylammonium

+ Acetate (ACT) + Acetate + Acetate
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Table 2:

Identification and ranking of known active and allosteric sites by each method tested. Binding sites not found 

by a given method are abbreviated as NF. MixMD Probeview rankings are taken from the simulations of each 

probe individually.

FTsite Fpocket MOE Siteview MixMD Probeview

β-Secretase 1 1 1 1

Dihydrofolate Reductase 1 1 1 1

ABL Kinase: active site 1 1 1 1

ABL Kinase: allosteric site NF 4 13 2

Androgen Receptor: active site 1 1 1 1

Androgen Receptor: allosteric sites NF 5 & 7 5 & 10 2 & 3

J Chem Inf Model. Author manuscript; available in PMC 2019 July 23.


	Abstract
	Graphical Abstract
	Introduction
	Methods
	Simulation Procedures
	Analysis Procedures

	Results and Discussion
	DBSCAN Clustering to Identify Binding Sites
	ABL Kinase
	Androgen Receptor
	β-Secretase
	Dihydrofolate Reductase
	Comparing Local Maxima across Solvent Types
	Comparison with Alternate Methods for Binding-Site Detection

	Conclusions
	References
	Figure 1:
	Figure 2:
	Figure 3:
	Figure 4.
	Figure 5:
	Table 1.
	Table 2:

