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Computazionali, Università della Svizzera Italiana, CH-6900 Lugano, Switzerland; cNational Center for Computational Design and Discovery of Novel
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We introduce a computational method to discover polymorphs
in molecular crystals at finite temperature. The method is based
on reproducing the crystallization process starting from the liq-
uid and letting the system discover the relevant polymorphs.
This idea, however, conflicts with the fact that crystallization has
a timescale much longer than that of molecular simulations. To
bring the process within affordable simulation time, we enhance
the fluctuations of a collective variable by constructing a bias
potential with well-tempered metadynamics. We use as a collec-
tive variable an entropy surrogate based on an extended pair
correlation function that includes the correlation between the
orientations of pairs of molecules. We also propose a similarity
metric between configurations based on the extended pair corre-
lation function and a generalized Kullback–Leibler divergence. In
this way, we automatically classify the configurations as belong-
ing to a given polymorph, using our metric and a hierarchical
clustering algorithm. We apply our method to urea and naphtha-
lene. We find different polymorphs for both substances, and one
of them is stabilized at finite temperature by entropic effects.
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molecular simulation | urea

Polymorphism is the ability that substances have to crystallize
into different structures. A paradigmatic example is carbon

that in its two main polymorphs, graphite and diamond, exhibits
amazingly different properties. Polymorphism is also important
from a practical point of view since controlling which crystal
structure forms is of the utmost importance in many manufactur-
ing processes. The pharmaceutical industry suffers in particular
the consequences of polymorphism (1, 2). Active pharmaceutical
ingredients are usually small, organic molecules that frequently
exist in a plethora of crystalline forms. Different polymorphs can
be patented separately and usually lead to different drug perfor-
mances. Therefore a comprehensive screening of polymorphs is
crucial to prevent a rival company from releasing to the market
the same molecule in a different polymorph (3) and to antici-
pate the transformation of one polymorph into another during
the manufacturing process or the shelf life (4).

The screening of polymorphs was traditionally performed
experimentally despite the large costs involved (2). In the last
15 years, the increase in computer power and the development of
algorithms able to screen a large number of polymorphs have led
to very significant successes in polymorph prediction (5–9). Such
methods are based on the search of local minima on the potential
energy surface. The minima are ordered by energy and typically
corrected for thermal effects, using the harmonic approxima-
tion. Typically these methods find hundreds of structures, most
of which are thermodynamically unstable. In addition, entropic
effects beyond the harmonic approximation can be significant.
They can not only alter the delicate energetic balance between
the different polymorphs but also even stabilize structures that
are not local minima of the potential energy surface, for instance
in the case of superionic conductors such as AgI (10). Another

issue that is often overlooked is the kinetic side of crystalliza-
tion; for instance a given polymorph can be favored relative to
energetically lower ones by the fact that is kinetically more acces-
sible. For all these reasons we take here a different approach
and we try to reproduce on the computer the crystallization pro-
cess starting from the liquid state and letting the system discover
different polymorphs.

The above ambition conflicts with the fact that crystallization is
a process that occurs on a timescale that is much longer than that
of computer simulations. This requires the use of enhanced sam-
pling methods that bring the timescale of crystallization within
affordable simulation time (11). Some enhanced sampling meth-
ods require the definition of order parameters or collective
variables (CVs). These methods channel and enhance the fluctu-
ations to favor the reversible observation of multiple freezing and
melting events. Thus far, such order parameters have been based
on some structural geometrical information on the phase the sys-
tem is going to crystallize into. If one is interested in discovering
polymorphs, this approach defeats the purpose. Recently, how-
ever, we showed that in simple systems this can be circumvented
by using as CVs surrogates of enthalpy and entropy (12). The
idea is to mimic what happens in a real system in which there
is a tradeoff between entropy and enthalpy. We dealt with sim-
ple one-component (12) or two-component (10) atomic systems.
In this case the following expression is used as a surrogate for
entropy,

S2 =−2πρkB

∞∫
0

[g(r) ln g(r)− g(r) + 1] r2dr , [1]
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where r is a distance, g(r) is the radial distribution function, kB
is the Boltzmann constant, and ρ is the density of the system.
Together with enthalpy, S2 proved successful in predicting the
lattice into which the system was going to crystallize. For a dis-
cussion of S2 we refer the reader to ref. 12. This is a simple proof
of principle to show that crystal structures, even the ones that are
stabilized by entropy (10), can be predicted.

Molecular systems that are of interest to the pharmaceuti-
cal industry present a complexity much larger than that of the
relatively simple systems so far handled in which most of the
time only one polymorph was stable. Here we enlarge con-
siderably the scope of these calculations and move to study
molecular systems that, as we shall see, present a large number of
polymorphs.

We consider a system of molecules and, for the purpose of
developing a CV, we represent each molecule by the position
of its center of mass and a vector that characterizes its orien-
tation in space. We can define a correlation function g(r , θ)
akin to g(r) but including the relative orientation between two
molecules. θ is defined as θ= arccos

(
vi ·vj
|vi ||vj |

)
, where vi and vj

are the vectors characterizing the orientation of molecules i
and j . Statistical mechanics provide us with an expression for
the entropy of such a system equivalent to the one in Eq. 1;
this is (13)

Sθ =−πρkB
∞∫
0

π∫
0

[g(r , θ) ln g(r , θ)− g(r , θ) + 1] r2 sin θ dr dθ.

[2]

We use Sθ as the CV to drive simulations. A similar CV was
introduced in ref. 14 although in that case the probability as a
function of the angle of the molecules with respect to a fixed
reference frame was used to define the entropy.

An important part in the definition of our CV is the choice of
angles to characterize the relative orientation between neighbor-
ing molecules. In principle, three angles are needed to specify
completely the relative orientation between two rigid molecules,
for instance the three Euler angles φ, θ,ψ. This would imply the
construction of a function g(r ,φ, θ,ψ) whose calculation would
be cumbersome. Here we take a different approach and we use
several CVs each involving one angle.

We choose two systems to test the ability of Sθ to explore poly-
morphism, namely urea and naphthalene. We have chosen two
CVs and therefore two angles for each system. In the case of
urea we use the angles θ1 and θ2 to define the CVs sθ1 and sθ2 .
The first one is defined using the direction of the dipole moment
and the second one with the direction of the vector joining the
two nitrogens. In the case of naphthalene we use the direction
of the longest axis of the molecule and the direction perpendicu-
lar to the aromatic rings to define the CVs sθ2 and sθ1 . Other
choices are possible, for instance the directions of the eigen-
vectors of the moment of inertia tensor. At variance with our
previous work (12), here we do not bias enthalpy. This would
add a third CV, making the calculation more cumbersome. Also,
the scope here is different since our objective is to discover struc-
tures, and observing multiple and reversible transitions is less of
an issue.

Since the use of g(r , θ) is not so widespread, we thought it
useful to help the reader get a feeling of its behavior by plot-
ting g(r , θ1) for the liquid and polymorph I of urea at 450 K
(Fig. 1). The liquid g(r , θ1) exhibits some structure at very short
distances and almost no correlations at distances larger than
0.8 nm. On the other hand the g(r , θ1) of polymorph I shows a
well-defined structure that persists at long distances as expected
from a solid phase. As can be observed in Fig. 1, one of the main
characteristics of polymorph I is that molecules have parallel or

Fig. 1. g(r, θ) for the liquid and polymorph I of urea at 450 K. Snapshots
of the system in each of the phases are shown. Polymorph I is viewed down
the c axis. C, O, N, and H atoms are shown in orange, gray, blue, and white,
respectively.

antiparallel dipole moments. Thus, g(r , θ) contains important
orientational information that can help to distinguish between
phases.

We briefly describe the polymorphs found experimentally so
far for each system. Urea shows a rich polymorphism and up
to five polymorphs have been reported (15–17). The most stable
form at ambient conditions is form I and it has been extensively
studied. Two other forms exist at higher pressures, namely forms
III and IV. Another high-pressure polymorph, form V, has been
found although to our knowledge the details of the structure
have not been reported. There has also been theoretical work
that found other polymorphs (18, 19). In particular, for urea as
described by the Amber force field, the so-called form A (18,
19) is highly relevant, having an energy very close to that of the
ground state. At variance with urea, naphthalene has only one
solid form and despite several investigations at high pressure (20,
21) no more forms have yet been found.

We used well-tempered metadynamics (WTMetaD) (22) to
enhance the fluctuations of sθ1 and sθ2 . In WTMetaD a time-
dependent potential is constructed as a sum of kernels, typically
chosen to be Gaussians. The potential discourages frequently
visited configurations, thus boosting the exploration of config-
uration space. We simulated urea at 450 K and naphthalene
at 300 K. Both temperatures were chosen close to the melt-
ing point of each substance. Further details can be found in
Materials and Methods. In the 200-ns biased simulations both
urea and naphthalene explore thoroughly the space spanned
by the CVs, although understanding the nature of the config-
urations explored requires further analysis. A visual inspection
of the trajectories shows many transitions to different crystal
forms. The crystalline configurations have different orientations
in space and some of them contain small crystalline defects.
The wealth of information that these simulations contain, how-
ever, cannot be analyzed with the naked eye. It would therefore
be useful to have an automatic method to identify and classify
the polymorphs that crystallize in the course of the simulation.
In the following paragraphs we propose one such automatic
method.
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A key ingredient for an automatic method to identify and
classify polymorphs is a metric for the similarity between two
given configurations. Several structural similarity metrics exist
in the literature (23) but in this work we propose another one.
In the present context, it is natural to use for this purpose
the very function g(r , θ) that defines the CVs to character-
ize the configuration of the system. However, we still need a
measure of distance between two g(r , θ)s. We can define a
distance by taking inspiration from the pair entropy expres-
sion. We first note that Eq. 2 is a measure of the distance
between the g(r , θ) of the present configuration and the g(r , θ)
of the ideal gas; i.e., g(r , θ) = 1∀ r , θ. Inspired by this obser-
vation we introduce a divergence of g1(r , θ) with respect to
g2(r , θ),

D(g1||g2) =

∞∫
0

π∫
0

[
g1(r , θ) ln

g1(r , θ)

g2(r , θ)
− g1(r , θ) + g2(r , θ)

]
× r2 sin θ dr dθ. [3]

This is a generalization of the Kullback–Leibler divergence for
nonnormalized functions. This divergence is a special case of
Bregman divergence and has some interesting properties such
as that of being convex and having a minimum at g1 = g2 (24).
Strictly speaking, D(g1||g2) is not a distance since it is not
symmetric. For applications in which a well-defined distance is
needed we use a symmetrized version of Eq. 3, namely,

d(g1, g2) =
D(g1||g2) +D(g2||g1)

2
. [4]

Equipped with this metric, we can compare configurations
and analyze the rich and complex trajectories resulting from
the biased simulations. We exemplify our approach by analyz-
ing the trajectory of urea. The configurations in the trajectory
were clustered using a hierarchical clustering approach (25, 26)
based on the distance defined in Eq. 4. We used the average
distance between points in two clusters as a linkage criterion.
As a result of the clustering, we obtain a tree diagram (Fig. 2)

that shows the similarity between different configurations in the
trajectory. We can now choose a threshold distance dc and join
together all configurations that belong to a branch with max-
imum distance dc between configurations. The choice of dc
allows us to focus on the dominant structures that appear in
the simulation. In Fig. 2 dc is shown with a dashed gray line
and the resulting clusters of structures are shown with different
colors.

We still have to determine the phases that each cluster rep-
resents. A possible way to do so is by choosing the minimum
energy configuration within each cluster. This configuration will
be the one with the least number of defects and less affected by
the thermal motion of molecules. In some cases this approach
is not appropriate, for instance when structures are stabilized by
large entropic effects. In these cases one can choose the con-
figuration that has an energy close to the average energy of the
cluster. We have chosen with this criterion the configurations
that are used to determine the nature of each cluster. Some of
these configurations are shown in Fig. 2.

We now describe the phases that were found. The tree diagram
has two main branches. The right branch contains liquid-like
configurations (violet cluster in Fig. 2) and interesting partially
ordered configurations (brown cluster in Fig. 2) in which the
dipole moments are oriented in the same direction but do not
exhibit long-range translational order. The left branch contains
solid-like configurations and it can be further subdivided into
five relevant clusters. One of these clusters contains an unsta-
ble structure and we disregard it (gray cluster in Fig. 2). The
other four clusters correspond to form I, to a polymorph that
we name form B, to form IV, and to form A. Form B is reported
in this paper. The other structures were expected based on pre-
vious studies (16, 18, 19). All polymorphs are metastable at
450 K and they do not transform during a 1-ns unbiased simu-
lation. We include the configurations of all relevant structures in
Datasets S1–S3. We also performed a similar analysis for naph-
thalene. The clustering identifies the experimentally known form
I, the liquid, and a structure that we name form A. The results
can be found in SI Appendix.

We have estimated the free energy difference between the
polymorphs and the liquid using

Fig. 2. Tree diagram resulting from the clustering according to the distance in Eq. 4 of the trajectory of urea at 450 K. The threshold distance used to join
clusters is shown with a gray dashed line. Configurations at 450 K for selected clusters are shown.
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∆G =− 1

β
log

(
pi
pl

)
, [5]

where pi and pl are the probabilities to observe polymorph i
and the liquid, respectively. The states that we consider in these
calculations are either purely solid or purely liquid. In an unbi-
ased molecular dynamics (MD) simulation one could calculate
the probabilities pi and pl directly from the simulation. However,
since we have introduced the WTMetaD potential that alters the
probability of observing a given configuration, the pis must be
calculated with the reweighting procedure described in ref. 27.
We used the clustering described above to identify the phase
of each configuration. The resulting free energy differences are
shown in Fig. 3. The error bars in Fig. 3 are relatively large since
free energy differences calculated in this way are not easy to
converge and the simulation contains transitions between many
different structures. Fig. 3 shows also the enthalpy ∆H of the
polymorphs with respect to the liquid phase. Using ∆G and ∆H
the entropy ∆S can be calculated from the definition of free
energy ∆G = ∆H −T ∆S . The results show that form I of urea
is close to equilibrium with the liquid at 450 K, in line with refs. 18
and 28 where the melting temperature was found to be around
420 K. Similarly, form I of naphthalene is close to equilibrium
with the liquid at 300 K, as expected from the estimated melting
temperature (330 K).

We now consider in detail the newly discovered polymorphs.
We first discuss form B of urea that has a P42/mbc space group
and is shown in Fig. 4. This polymorph is particularly inter-
esting because it has a relatively high enthalpy, roughly kBT
above form I (Fig. 3). Based only on energy arguments one
would conclude that this structure cannot compete with form
I. However, strong entropic effects stabilize it. The entropies
shown in Fig. 3 indeed show a greater contribution to the sta-
bility in form B than in form I. We suggest that an important
factor that contributes to the entropy is the fast rotation about
the C–O axis. We calculated the characteristic rotation time
using the time autocorrelation function of the N-N unit vector
and fitting an exponential function to it. We show the results
in SI Appendix, Fig. S2 and we compare them with those of
form I. The characteristic time of rotation in form I is ∼800 ps
while in form B it is ∼7 ps. We also computed the probabil-
ity p(θ) as a function of the rotation angle θ about the C–O
axis. From p(θ) the free energy can be calculated as G(θ) =
−kBT log p(θ) sin θ. We show the results in SI Appendix, Fig.

Fig. 3. Enthalpy, entropy, and free energy for selected polymorphs of
urea at 450 K and naphthalene at 300 K. All quantities have the liquid as
reference state.

Fig. 4. Crystal structures of form B of urea and form A of naphthalene. C,
O, N, and H atoms are shown in cyan, red, blue, and white, respectively.
Images were obtained with Visual Molecular Dynamics (VMD) (29).

S2. Both in form I and in form B G(θ) exhibits a barrier
separating two molecular configurations in which the Ns are
exchanged. The barrier height is∼18 kJ/mol in form B while it is
∼34 kJ/mol in form I. The entropy contribution from this rota-
tion can be calculated from kBT

∫
p(θ) log p(θ) sin θdθ. The

difference in entropy between form I and form B accounts for
about 1.5 kJ/mol (0.4 kBT). As the temperature is lowered,
the structure undergoes a phase transition at around 200 K.
Therefore, methods that search structures at zero temperature
would find only the low-temperature form instead of the high-
temperature one. The change in structure cannot be accounted
for using harmonic corrections.

We now turn to discuss polymorph A of naphthalene. Form
A has a layered structure and its space group is Pnnm (30). The
structure is shown in Fig. 4. During an unbiased simulation at
300 K, form A decays to the liquid. This is consistent with the
calculated free energy (Fig. 3) that shows that form A has a free
energy around 3 kBT higher than form I and the liquid. Despite
the relatively high free energy, it is possible that this polymorph
could be kinetically trapped.

We have presented a method to explore polymorphism in
molecular crystals in finite-temperature MD simulations. An
important feature of our method is that not only does it dis-
cover polymorphs but also it pinpoints which are the relevant
ones at finite temperature. In fact, form B of urea could not
have been predicted from a zero-temperature search with har-
monic corrections. A key ingredient of our approach is the
structure similarity metric defined using g(r , θ) and the distance
in Eq. 3. This metric allows us to automatically assign configu-
rations to a given polymorph, thus reducing the burden of the
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Table 1. Parameters used in the definition of CVs Sθ1 and Sθ2 for
urea and naphthalene

CV rm, nm σr , nm σθ Mirror symmetry

Urea
Sθ1 0.6 0.05 0.25 no
Sθ2 0.6 0.05 0.125 yes

Naphthalene
Sθ1 0.7 0.05 0.125 yes
Sθ2 0.7 0.05 0.125 yes

See text for details.

analysis of the simulations. We are also able to calculate free
energies and entropies from the simulation using a reweighting
procedure (27).

Materials and Methods
Urea and naphthalene were described using the generalized Amber force
field (GAFF) (31). For naphthalene, the electrostatic potential was calcu-
lated at the B3LYP/6-31+G (d,p) level using Gaussian 09 (32) and the partial
charges of the atoms were fitted using the restrained electrostatic potential
(RESP) method (33). The partial charges of urea were those provided with
the Amber 03 database (34). Biased MD simulations were performed using
Gromacs 5.1.4 (35) patched with a development version of PLUMED 2 (36).
Van der Waals interactions and the electrostatic interaction in real space
were calculated with cutoffs of 0.9 nm and 0.75 nm for urea and naph-
thalene, respectively. The electrostatic interaction in reciprocal space was
calculated using the particle mesh Ewald (PME) method (37). The atomic
bonds involving hydrogen were constrained using the LINCS algorithm (38)
and the equations of motion were integrated with a 2-fs time step. The
temperature was controlled using the stochastic velocity rescaling thermo-
stat (39) with a relaxation time of 0.1 ps. The target temperatures of the
thermostat were 450 K and 300 K for urea and naphthalene, respectively.
We maintained the pressure at its atmospheric value using the isotropic

version of the Parrinello–Rahman (40) barostat with a 10-ps relaxation
time. We used systems of 108 and 36 molecules for urea and naphthalene,
respectively.

It must be added here that we do not expect that the observed nucleation
process is realistic. In fact, small size effects and periodic boundary condi-
tions will artificially promote crystallization. In the present context this is a
desirable feature. If we were to study the nucleation process, much larger
systems should be considered.

We now provide the parameters used for the WTMetaD simulations (22).
The Gaussians had a width of 0.1 kB and 0.2 kB for urea and naphthalene,
respectively. In all cases the Gaussians had an initial height of 5 kBT and were
deposited every 1 ps. The bias factor was 200 for all simulations. The maxi-
mum free energy explored by WTMetaD is roughly the bias factor in kBT . In
our case we use a relatively large bias factor that ensures the exploration of
high free energy regions.

We now discuss some practical aspects of the use of Sθ as a CV. To cal-
culate the forces arising from the WTMetaD bias, Sθ should be continuous
and differentiable. This can be achieved by constructing the function g(r, θ)
using Gaussian kernels of width σr and σθ , as done in previous work. Fur-
thermore, the integration in Eq. 2 cannot have an infinite upper limit, and
in practice a finite cutoff rm is taken. The integration is performed numeri-
cally using the trapezoid rule with steps of size σr and σθ in the r and cos θ
dimensions, respectively. We report in Table 1 the chosen parameters. σθ is
reported in units of cos θ. A subtlety in the calculation of Sθ is the periodicity
of g(r, θ) in its θ argument. For a general molecule g(r, θ) is periodic in θ with
period π. However, for a molecule that has a mirror symmetry with respect
to the plane perpendicular to the vector v defining the orientation of the
molecule, g(r, θ) has a period π/2. We report in Table 1 whether a given CV
is defined based on a direction of the molecule with mirror symmetry.
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