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Abstract

Despite its importance to reproduction, certain mechanisms of early ovarian development remain
a mystery. To improve our understanding, we constructed the first cell-based computational model
of ovarian development in mice that is divided into two phases: Phase | spans embryonic day 5.5
(E5.5) to E12.5; and Phase Il spans E12.5 to postnatal day 2. We used the model to investigate four
mechanisms: in Phase |, (i) whether primordial germ cells (PGCs) undergo mitosis during migration;
and (ii) if the mechanism for secretion of KIT ligand from the hindgut resembles inductive cell-cell
signaling or is secreted in a static manner; and in Phase II, (iii) that changes in cellular adhesion
produce germ cell nest breakdown; and (iv) whether localization of primordial follicles in the cortex
ofthe ovary is due to proliferation of granulosa cells. We found that the combination of the first three
hypotheses produced results that aligned with experimental images and PGC abundance data.
Results from the fourth hypothesis did not match experimental images, which suggests that more
detailed processes are involved in follicle localization. Phase | and Phase Il of the model reproduce
experimentally observed cell counts and morphology well. A sensitivity analysis identified contact
energies, mitotic rates, KIT chemotaxis strength, and diffusion rate in Phase | and oocyte death rate
in Phase Il as parameters with the greatest impact on model predictions. The results demonstrate
that the computational model can be used to understand unknown mechanisms, generate new
hypotheses, and serve as an educational tool.
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Summary Sentence

We have constructed a cell-based model that simulates the signaling and morphological develop-
ment involved in early ovarian development in mice, from first detection of primordial germ cells

to formation of primordial follicles.
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Introduction

The ovary is crucial for female mammalian reproduction, support-
ing the growth and maturation of viable eggs. Proper development
of the ovary, therefore, is necessary for normal ovarian function dur-
ing reproductive maturity. Abnormal ovarian development may lead
to adverse reproductive consequences, such as improper develop-
ment of ovarian follicles, which could result in female infertility [1].
In mammals, early ovarian development occurs predominantly dur-
ing the fetal period and plays a large role in the health and longevity
of the female reproductive lifespan.

Early ovarian development, like many developmental processes,
is driven by several molecular signaling pathways, which are depen-
dent on the expression of select proteins [2]. In mice, development
of germ cells, which are vital for normal ovarian function, begin on
embryonic day 5.5 (E5.5) with the first detection of primordial germ
cells (PGCs) in the embryo [3]. PGCs remain in the posterior region
of the embryo, and undergo mitosis until migration via chemotaxis
signaled by SDF1 and KIT ligand; on E8.5 e-cadherin expression
decreases and SDF1 and KIT ligand expression increases from the
gonadal ridge and hindgut epithelial cells, respectively [4-6]. It is
generally accepted that PGCs undergo mitosis during migration to
the gonadal ridge [5-7]; however, Seki et al. [8] alternatively pro-
posed that PGCs hault the cell cycle in the G2 phase during migra-
tion. The mechanism of KIT ligand signaling is also unknown; i.e.,
whether KIT ligand is secreted continuously by all hindgut epithelial
cells simultaneously, or if KIT ligand is secreted by hindgut epithelial
cells sequentially on a spatial level from the posterior to the anterior,
similar to inductive signaling.

Upon PGC arrival at the gonadal ridge between E10.5 and E12.5,
migration halts and PGCs undergo a period of rapid proliferation
and develop into oocytes when they arrest in the diplotene stage
of meiosis [9]. Expression of sex differentiation factors also begins
when PGCs arrive at the gonadal ridge. Formation of germ cell nests
begins on E13.5 [10, 11]. By E14.5, apoptotic processes are turned
on and the abundance of oocytes steadily declines [11]. Shortly be-
fore the formation of primordial follicles, germ cell cysts fragment
and reassociate with other cysts [10]. Beginning E17.5, germ cell
nests break down and primordial follicles begin to form [12, 13].
The mechanism for nest breakdown is unknown but associated with
a decline in maternal estrogen [14]. The formation of primordial
follicles is the final stage of our early ovarian development model.

Though proper development of the ovary is crucial for normal
reproduction, certain mechanisms involved in early ovarian develop-
ment are still unknown. The importance and contribution of multiple
molecular signaling pathways active in early ovarian development
can be understood by combining information from studies about
distinct ovarian development processes. A computational model can
then be used as a theoretical framework to bring together these stud-
ies into a holistic view, and could be used to predict the effects of
toxicant exposure on the ovary [15].

Existing computational models for normal reproduction focus
on various biological functions using a variety of model platforms:

TableCurve-2D, R, and MATLAB. For example, Wallace and Kelsey
[16] developed a model predicting the ovarian follicle pool over a
woman’s lifespan. Uslu et al. [17] created a model of ovarian fol-
licle population dynamics, which simulates the survival or atresia
of follicles. Iber and Geyter [18] constructed a bovine model of the
spatial-temporal growth of ovarian follicles and the associated hor-
monal signaling under normal conditions. In the bovine model, data
on multiple processes involved in folliculogenesis were combined to
create a holistic model. Though many models of reproduction and
related processes in mammals exist, there are no models of normal
early ovarian development for any species.

Modeling early ovarian development requires a cell-based model
because developmental processes occur at the cellular level (e.g.,
cellular proliferation, migration, formation of germ cell nests, and
primordial follicles), and cannot be simplified to a broader biological
scale. For example, formation and breakdown of germ cell nests and
formation of primordial follicles involve the interactions of individ-
ual oocytes and granulosa cells. We therefore selected CompuCell3D
(CC3D) [19] software to model these processes. CC3D is based on a
Cellular Potts Model [20] that incorporates a Monte Carlo method
to model single-cell behavior stochastically. Specifications of cellu-
lar behaviors (e.g., mitotic rates, cellular adhesion) are defined by
functions in the model, either as predefined CC3D functions or user-
customized scripts written for specific processes. In this study, we
describe a cell-based computational model of early ovarian develop-
ment in mice, which is the first model of its kind.

Materials and methods

Model development

We attempted to create a single model of embryonic development
from ES5.5 to P2 with a focus on ovarian development. However,
rapid growth of different cell populations within a defined mor-
phology was too complicated for this first model because too many
parameter values were unknown. To simplify the model, we sepa-
rated it into two phases: Phase I represents the origin and migration
of PGCs to the gonadal ridge, ES.5 to E12.5; and Phase II represents
development of germ cells and tissues in the gonad, E12.5 to post-
natal day 2 (P2). One day of development in vivo is represented by
600 Monte Carlo steps (MCS) in our CC3D model, and the time
scale is consistent for both phases. The simulation length was 4200
MCS (7 days) for Phase I, and 6000 MCS (10 days) for Phase IIL.
Phase II is meant to be a continuation of early ovarian development
from Phase I, not a separate model. Simulations were run on a Mac
Pro computer, with a 3.7 GHz Intel Xeon quadcore processor; Phase
I took about 20 min and Phase II took 30 min. The abundance of
PGCs in Phase I and oocytes in Phase II were recorded every 10 MCS
with simulation snapshots taken every 150 MCS.

Figure 1 provides a diagram of model development for each step.
Our model is two-dimensional, simulating what would be experi-
mentally observed in a cross-section as opposed to the whole em-
bryo or gonad. Whole-mount images were used to set up the layout
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Figure 1. Diagram outlining the model development process. The same process was used for the development of Phase | and Phase Il of the model. (A) Tissues
and cells in the starting PIFF were outlined using CellDraw from whole-mount images found in primary literature of the mouse embryo (Phase |) and the mouse
gonad (Phase Il). Left: A whole-mount image of a mouse embryo [21]; right: the initial PIFF for Phase | of the model. (B) Preset and customized CompuCell3D
(CC3D) functions, termed plugins and steppables, were selected to describe specific biological processes and cell behavior in the model. (C) Functions’ parameter
values were set using experimental data [10, 55]. (D) Estimate function parameter values to fit experimental data. (E) Evaluate model predictions by visual
comparison with experimental data. If the model simulation does not resemble experimental data, repeat step D. Shown is a snapshot from Phase | of the model
compared to experimental images [38]. (F) The final version of Phase | and Phase Il. Shown are snapshots of Phase | (left) and Phase Il (right). (G) A univariate
sensitivity analysis was performed on the final parameter values selected for the model. [A colour version of this figure is available in the online version.]
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Figure 2. The initial lattice for Phase | (A) was designed from an image of a whole-mount mouse embryo (B) stained with alkaline phosphatase for PGC
identification from [21] with permission. Cell types important to ovarian development from E5.5 to E12.5 were specified and identified by color: embryonic
tissue (green/white), hindgut (yellow), extraembryonic tissue (gray), gonadal ridge (magenta), PGC (red), and KIT ligand signaling cells (blue). [A colour version
of this figure is available in the online version.]

of tissues and cells. We used Cell Draw, a program within CC3D,
to trace the whole-mount images to map the tissues and cells that
were included in the model. Cell Draw generated cell lattices in a pic-
ture interchange file format (PIFF), which is required for the CC3D
model construction. Only cell types (i.e., germ cells, gonadal ridge,
hindgut epithelium, hindgut, embryonic tissue, extraembryonic tis-
sue, KIT signaling cells, granulosa cells, stromal cells, epithelial cells,
mesonephros, extracellular matrix) vital to ovarian development in
each phase were included in construction of the PIFF. The simulation

domain size in Phase I and Phase II was 320 x 320 pixels and all
cells defined in the PIFF had an initial volume of 4-6 pixels.

A whole-mount image of a mouse embryo on E7.5 stained with
alkaline phosphatase was used for the spatial scaling of tissues and
PGCs in the PIFF for Phase I (Figure 2B) [21]. For Phase II, the go-
nadal field in the PIFF was outlined from a whole-mount image of
an XX mouse gonad on E12.5 containing a marker for follistatin
(Figure 3B) [22]. Because the model was designed to represent a
cross-section of the embryo or ovary, the abundance of PGCs and
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Figure 3. The initial lattice for Phase Il (A) was designed from an image of
a whole-mount XX mouse gonad (B) whole-mount ovary stained for follis-
tatin to identify gonadal cells from [22] with permission. Cell types: oocytes
(red), granulosa cells (blue), somatic cells (yellow), epithelial cells (green),
and mesonephros (gray). [A colour version of this figure is available in the
online version.]

oocytes set in the model represents one-sixth of the total abundance
reported in the literature. Phase I starts with one PGC, which is one-
sixth of the reported number PGCs first observed experimentally [2,
23]. This is the smallest fraction that can be simulated, and it ac-
counts for the fact that a cross-section of the ovary is being simulated.
For Phase II, the quantity of germ cells in the PIFF was set from the
average abundance of PGCs from Phase I simulation results (7 =25
simulations); granulosa and somatic cells, at a ratio of 1:2, respec-
tively, were distributed randomly throughout the gonadal field. The
cell types and tissues included in Phase I are medium, or extracellular
matrix (7o), PGCs (t1), gonadal ridge (z2), hindgut epithelial cells
(t3), hindgut (74), embryonic tissue (t5), extraembryonic tissue (),
and KIT ligand signaling cells (t7) and in Phase II are medium, or
extracellular matrix (t’g), oocyte (’1), granulosa cells (77;), stromal
cells (t°3), epithelial cells (t°4), and mesonephros (7’s).

CC3D provides functions (computer code/scripts) to simulate
common biological processes (e.g. mitosis and chemotaxis), and al-
lows users to write their own model functions. CC3D functions are
categorized into steppables that are executed once per MCS, and
plugins that are executed within a MCS to update cell volumes in
the lattice. The CC3D functions used to control cell behavior in
both Phase I and Phase II were the Volume Steppable, Initial Con-
tact Energy Plugin, Contact Steering Steppable, Secretion Steppable,
Diffusion Solver Steppable, and Mitosis Steppable. In Phase I, the
CC3D Chemotaxis Plugin was used to simulate PGC migration. We
wrote three steppables for this model: Cell Activation Steppable,
Cell Death Steppable, and Cell Abundance Tracking Steppable [24].
More information about the CC3D functions can be found in Swat
etal. [19].

Model parameters used for functions in Phase I are listed in
Table 1 and a matrix of contact energies between cells are listed in
Table 2. Contact energies describe the adhesion of cell types relative
to other cell types in the simulation; a higher contact energy value in-
dicates lower favorability for adhesion between two cell types, and a
lower contact energy value indicates higher favorability for adhesion
between two cell types. Similarly, for Phase II, parameters are listed
in Table 3 and contact energies in Table 4. When possible, model pa-
rameters were defined a priori by experimental data. If experimental
data for a model parameter could not be found, parameter values
were estimated; that is, parameter values were selected to produce
simulation outputs that quantitatively matched cell abundances and
visually matched experimental images and descriptions.

During model development, we tested four hypotheses about bio-
logical mechanisms during early ovarian development in mice. First,
we tested whether PGCs continue to undergo mitosis during migra-
tion to the gonadal ridge. Second, while it is known that KIT ligand
signaling is involved in PGC migration to the gonadal ridge, the
mechanism by which that signaling occurs is not well understood.
We tested whether KIT ligand signaling from hindgut epithelial cells
occurs sequentially, i.e., expression starts in the posterior region of
the hindgut nearest to the starting location of the PGCs and spreads
to the gonadal ridge. The alternative hypothesis is that KIT lig-
and is secreted from all hindgut epithelial cells simultaneously and
continuously throughout PGC migration. In both hypotheses, the
chemoattractant was programmed to be secreted on E8 from the
external surface of the cell, and the secretion rate, diffusion rate,
and decay rate were estimated to best simulate PGC migration; the
individual hindgut cells that secreted KIT ligand differed creating
a spatially sequential secretion pattern or a static secretion pattern.
Third, we investigated whether germ cell nest breakdown is gov-
erned by a change in cellular adhesion or chemoattractant signaling
between oocytes and between granulosa cells and oocytes in associa-
tion with a decrease of maternal estrogen. Lastly, we tested whether
the localization of oocytes in the cortex region of the ovary (on P1)
can be simulated by proliferation of granulosa cells.

Experimental data

Data used for model development in Phase I and Phase II were de-
rived from experimental images, morphological descriptions, and
quantitative data from existing literature. As mentioned above, the
initial lattice for Phase I was constructed from a whole-mount im-
age of a mouse embryo stained for alkaline phosphatase (Figure 2B)
[21]. Morphological descriptions of the origin of PGCs and PGC
migration used to specify cell behavior functions and guide parame-
ter estimation in Phase I were obtained from multiple studies [5, 23,
25-31]. Additionally, quantitative data on PGC abundance from
ES.5 to E12.5 were derived from studies by Ohinata et al [32], Payer
et al. [33], and Bortvin et al. [34]. Cell abundance data were used
to estimate the mitotic rate of PGCs and to test model accuracy by
evaluating cell abundance throughout the simulation. In addition
to experimental images, morphological descriptions in the literature
were used to guide development of the model and assess parameter
sensitivity, especially for periods of development with limited image
data [1, 2, 10, 29].

The initial lattice for Phase II was constructed from an experi-
mental image of a whole-mount XX mouse gonad stained for follis-
tatin (Figure 3B) [22]. Morphological descriptions and images used
to guide construction of Phase II were obtained from multiple stud-
ies [14, 35-37], and data on germ cell abundance used to estimate
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Table 1. Symbol, descriptions, values, references, and sensitivity rankings for model parameters in Phase |, organized by biological category.

CC3D function Parameter name Parameter value Reference Sensitivity
Volume Steppable PGC target volume 16.5 pixels [21] Medium
Volume Steppable PGC inverse cell compressibility 5.0 Estimated Medium
Volume Steppable Gonadal ridge target volume 16.0 pixels [21] Medium
Volume Steppable Gonadal ridge inverse cell compressibility 5.0 Estimated Medium
Volume Steppable KIT signaling cell target volume 16.0 pixels [21] Medium
Volume Steppable KIT signaling cell inverse cell compressibility 5.0 Estimated Medium
Volume Steppable Hindgut target volume 16.0 pixels [21] Medium
Volume Steppable Hindgut inverse cell compressibility 5.0 Estimated Medium
Volume Steppable Embryonic tissue target volume 16.0 pixels [21] Medium
Volume Steppable Embryonic tissue inverse cell compressibility 5.0 Estimated Medium
Volume Steppable Extraembryonic tissue target volume 16.0 pixels [21] Medium
Volume Steppable Extraembryonic tissue inverse cell compressibility 5.0 Estimated Medium
Volume Steppable PGC growth rate 0.012 pixels MCS™! Estimated Low
Volume Steppable Cellular growth rate (not including PGC type) 0.001 pixels MCS™! Estimated Low
Mitosis Steppable Mitotic rate of PGCs (300-1200 MCS) 0.0025 MCS™! [23] High
Mitosis Steppable Mitotic rate of PGCs (1200-3600 MCS) 0.0025 MCS! [23] High
Cell Death Steppable PGC Death rate All <400 M SDF1 Estimated Medium
Cell Death Steppable PGC Death rate coefficient 20.0 Estimated Medium
Chemotaxis Plugin KIT ligand chemotaxis strength coefficient for PGCS 10.0 Estimated High
Chemotaxis Plugin SDF1 chemotaxis strength coefficient for PGCs 30.0 Estimated Medium
Diffusion Solver Steppable KIT ligand Chemoattractant Diffusion Constant 0.3 pixels MCS™! Estimated Medium
Diffusion Solver Steppable KIT ligand chemoattractant decay constant 0.001 pixels MCS™! Estimated Medium
Diffusion Solver Steppable SDF1 chemoattractant diffusion constant 0.99 pixels MCS™! Estimated High
Diffusion Solver Steppable SDF1 chemoattractant decay constant 0.00001 pixels MCS™ Estimated Medium
Secretion Steppable KIT ligand chemoattractant secretion constant 0.5 uM MCS™! Estimated Low
Secretion Steppable SDF1 chemoattractant secretion constant 2.0 uM MCS™! Estimated Medium

Rankings of parameters in Phase I and Phase II, based on the evaluation of sensitivity analysis endpoints: developmental process accuracy, cell structure integrity,

germ cell abundance, and the number of incomplete trials.

Table 2. Contact energy between cell types in Phase I.

]rO ]rl ]12 ]t3 ]r4 ]15 ]r6 ]r7
J <0 24.0 27.0 27.0 27.0 24.0 24.0 27.0 27.0
J <1 16.0 27.0 20.0 27.0 28.0 33.0 27.0
J 2 24.0 16.0 27.0 24.0 36.0 24.0
J <3 16.0 27.0 24.0 36.0 16.0
J 24 24.0 24.0 27.0 27.0
J s 24.0 24.0 24.0
T 8.0 36.0
J e 18.0

mitotic rate and cell death rate were derived from Lei and Spradling
[10]. Based on the cell abundance data, mitosis and cell death were
best represented as static rates. Types of cell death (i.e., apopto-
sis, autophagy) were not distinguished due to insufficient data and
to preserve model simplicity. In Phase II, the secretion rate, diffu-
sion rate, and decay rate were set to be within the range of default
CC3D values. Studies have shown that germ cell nest breakdown
is associated with a decrease in estrogen levels [14, 36]. Thus, in
Phase II, we included a background level of estrogen in the ovary
until birth (4800 MCS) representing the presence of maternal es-
trogen. The model simulates germ cell nest breakdown by changing
cellular adhesion (i.e., contact energies), as a function of the decrease
in the estrogen concentration.

Experimental images were used to evaluate the model by visual
comparison with simulation output images. In Phase I, predicted
PGC migration from E9 to E11 was verified with whole-mount
mouse embryo images and immunohistological images stained for
Oct-4 [38, 39]. Visual simulation outputs from model-predicted pro-
liferation and apoptosis of germ cells, growth of the ovary, and
morphological structures in Phase Il were verified using immuno-

histological images of mouse ovaries with germ cell-specific markers
and somatic cell markers. For immunofluorescence on frozen sec-
tions, ovaries from newborn mice were fixed in 4% paraformalde-
hyde in phosphate buffered saline (PBS) at 4°C overnight, de-
hydrated through a sucrose gradient, embedded, and cryosec-
tioned at 10-um increments. After preincubating with 5% nor-
mal donkey serum in PBS for 1 h, the sections were then in-
cubated with either anti-FOXL2 (1:500, a gift from Dr Dagmar
Wilhelm, Monash University, Australia), anti-PECAM-1 (1:500,
BD Biosciences, USA) or anti-TRA98 (1:1000, MBL international,
USA) primary antibodies in PBS-Triton X-100 solution with 5%
normal donkey serum at 4°C overnight. The sections were then
washed and incubated in the appropriate secondary antibody
(1:5005 Invitrogen, USA) before mounting in Vector Mount with
DAPI (Vector Labs)(Table S1). Slides were imaged under a Leica
DMI4000 confocal microscope. Additional immunohistological im-
ages from the literature were additionally used to evaluate model
results [40]. In Phase I and Phase II, the average germ cell abun-
dance of 25 simulations was compared with reported abundance
[32-34].
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Table 3. Symbol, descriptions, values, references, and sensitivity rankings for model parameters in Phase Il, organized by biological

category.

CC3D Functions Parameter name Parameter value Reference Sensitivity
Volume Steppable Oocyte target volume 22.0 pixels [22] Medium
Volume Steppable Oocyte inverse cell compressibility 4.0 Estimated Low
Volume Steppable Granulosa target volume 21.0 pixels [22] Medium
Volume Steppable Granulosa cells on inverse cell compressibility 3.0 Estimated Low
Volume Steppable Stromal target volume 21.0 pixels [22] Medium
Volume Steppable Stromal inverse cell compressibility 3.0 Estimated Low
Volume Steppable Epithelial target volume 15.0 pixels [22] Medium
Volume Steppable Epithelial inverse cell compressibility 3.0 Estimated Low
Volume Steppable Mesonephros target volume 15.0 pixels [22] Medium
Volume Steppable Mesonephros inverse cell compressibility 3.0 Estimated Low
Mitosis Steppable Mitotic rate of oocytes 0.0018333 MCS™! [10] Medium
Mitosis Steppable Mitotic rate of granulosa cells 0.0001 MCS™! Estimated Medium
Mitosis Steppable Mitotic rate of stromal cells 0.00005 MCS™! Estimated Medium
Mitosis Steppable Mitotic rate of epithelial cells 0.000005 MCS~! Estimated Medium
Cell Death Steppable Death rate (apoptosis) of oocytes 0.13 oocytes MCS~! [10] High
Cell Death Steppable Death rate coefficient for oocytes 550 000 000 Estimated Low
Secretion Steppable Secretion constant of estrogen 0.1 uM MCS~! Estimated Low
Diffusion Solver Steppable Estrogen diffusion constant 0.99 pixels MCS~! Estimated Low
Diffusion Solver Steppable SDF1 chemoattractant decay constant 0.00001 pixels MCS™! Estimated Low

Rankings of parameters in Phase I and Phase II, based on evaluation of sensitivity analysis endpoints: developmental process accuracy, cell structure integrity,

and germ cell abundance.

Table 4. Contact energy between cell types in Phase II.

J o Jo1 Jo2 Js3 J o4 Jos
Jo 37.5 37.5 37.5 37.5 17.5 19.5
J o1 16.0 19.5 21.0 42.0 52.5
J 2 19.5 19.5 27.0 52.5
J 3 19.5 27.0 52.5
J o4 13.5 22.5
Tos 19.5

Sensitivity analysis

We performed a sensitivity analysis to evaluate how changes in indi-
vidual parameter values affect selected model outputs (we will refer
to these as endpoints throughout this section). In addition to assess-
ing the impact of estimated parameter values on the model output,
the sensitivity analysis results provide information about sensitive
developmental processes or critical time periods highlighting poten-
tial targets for disease and toxicology research.

For each parameter undergoing sensitivity analysis, 25 full simu-
lations were run for a 10% increase to the original value and 25 full
simulations for a 10% decrease. Changes in some parameter values
resulted in incomplete simulations, thus, additional simulations were
performed to obtain results from 235 full simulations. Four endpoints
were chosen to evaluate parameter sensitivity: (i) PGC and oocyte
abundance for Phase I and Phase II, respectively; (ii) cell structure
integrity; (iii) developmental process accuracy; and (iv) the number
of incomplete trials. The number of incomplete trials is the num-
ber of simulations that did not run to completion (i.e., if it took
30 simulation runs to produce 25 full simulations, there would be
five incomplete simulations). For Phase I, we evaluated the follow-
ing model parameters: PGC growth rate, SDF1 and KIT chemotaxis
strength coefficients, inverse cell compressibility (for all cell types),
cell target volumes, SDF1 secretion rate, KIT secretion rate, SDF1
diffusion rate, KIT diffusion rate, SDF1 decay rate, KIT decay rate,
PGCs mitotic rate, and contact energy (for all cell types). Param-
eters evaluated in Phase II were contact energies, cell death rate,

death rate coefficient, inverse cell compressibility, mitotic rate of all
Phase II cell types, and cell target volumes.

Cell abundance was also used to assess the sensitivity of adjusted
parameters in Phase I and Phase II. Abundance of PGCs and oocytes
in Phase I and Phase II, respectively, was recorded every 10 MCS
during the entire simulation length for 25 simulations. The average
cell abundance of 25 simulations under normal conditions + one
standard deviation was considered the “normal range.” For each
tested parameter, cell abundances were compared with the normal
range; the number of simulations with cell abundances outside the
normal range was recorded for sensitivity evaluation. The number
of simulations that did not run to completion due to death of germ
cells was also recorded as an incomplete trial. A parameter with a
greater number of trials outside of the normal abundance range or
more incomplete simulations was categorized with higher sensitivity.

Cell structure integrity and accuracy of developmental processes
were analyzed visually by comparing screenshots and videos of
the simulations with immunohistochemistry fluorescent images and
stained whole-mount images. Experimental images used to verify the
model in parameter estimation were also used for the sensitivity anal-
ysis. Parameters were considered sensitive for developmental process
accuracy if the developmental stages occurred on a different timeline
than reported in the literature, if morphology was altered, or if a
developmental stage did not occur. Alterations to the normal cell
size were also analyzed when assessing developmental process accu-
racy. Assessment of cell structure integrity was based on the shape
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Figure 4. The abundance of PGCs in Phase | of the simulation. Each blue line represents one of 25 simulation runs. The green area represents one standard
deviation from the mean simulation run. Experimental data adjusted to represent one-sixth of the total abundance of PGCs are shown in red. [A colour version

of this figure is available in the online version.]

of the cell surface. A normal cell appears as an oval shape with little
to no fragmentation. A cell with a jagged surface and/or signs of
fragmentation would be considered irregular and biologically inac-
curate. See figure 4.1 in Wear [24] for examples of distinguishing
between regular and irregular cell shapes.

Parameter sensitivity was determined by ranking parameters ac-
cording the results of the four endpoints listed above; Phase I and
Phase Il parameters were evaluated separately. For Phase I, parame-
ters showing the highest sensitivity (in the top one-third) in at least
three of the four endpoint categories were ranked as highly sensitive.
Phase II parameters were ranked in the same way, but only assessing
three endpoint categories. Parameters with the highest sensitivity for
one to two of the endpoints were categorized as having medium sen-
sitivity, and parameters without sensitivity, not in the top one-third,
for an endpoint were considered low sensitivity.

Results

Phase | model development
We tested the hypothesis that PGCs continue to undergo mitosis
during the migratory period by simulating continued mitosis from
E9 to E11 and simulating halted mitosis from E9 to E11. The aver-
age final number of PGCs incorporating continued mitosis was 132
PGCs (Figure 4), and the average final number of PGCs with halted
mitosis was about 10 PGCs. These results suggest that PGCs con-
tinue to undergo mitosis during migration because they agree better
with experimental adjusted results (150 PGCs) [10]. Thus, the model
simulates continued mitosis of PGCs during migration.

With respect to KIT ligand signaling from the hindgut epithelium,
we found that spatial sequential signaling resulted in PGCs migrating
toward the gonadal ridge in a manner consistent with experimental

observations (Figure 5). Static KIT ligand expression from all hindgut
epithelial cells during migration resulted in decreased PGC migration
to the gonadal ridge with PGCs appearing to be adhered to the
hindgut (Figure 6). Due to the greater alignment with experimental
results obtained by the sequential signaling model, we incorporated
sequential signaling of KIT ligand in the final model.

Phase Il model development
We tested whether germ cell nest breakdown could be the result of a
change in cellular adhesion among oocytes, and between granulosa
cells and oocytes associated with a depletion of maternal estrogen. In
Phase II, an estrogen field is programmed to be present in the ovary
until birth (4800 MCS). We found that programming a decrease in
estrogen concentration to zero at birth (P0), which governs a cor-
responding change in the contact energies between oocytes (+15.0),
and between oocytes and granulosa cells (—4.0), resulted in simu-
lation results consistent with experimental images. Prior to birth,
primordial follicle structures were observed in the simulation at low
abundances; at 3000 MCS (E16.5) 2.84% of oocytes were in primor-
dial follicle structures and at 4200 MCS (E18.5) 3.77% of oocytes
were in primordial follicle structures. Figure 7 shows oocytes in germ
cell nests and Figure 8 shows germ cell nests breaking apart to form
primordial follicles. We tested chemoattractant signaling (i.e., a dif-
fusible signal causing granulosa cells to migrate to oocytes) as an
alternative mechanism leading to germ cell nest breakdown; how-
ever, simulation results were inconsistent with experimental images
(Figure 9). Without additional mechanistic information about germ
cell nest breakdown, we found changes in cellular adhesion to be
reasonable and consistent with the literature.

The last hypothesis that was tested was if the localization of
primordial follicles to the cortex region of the ovary was due to
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Figure 5. Phase | model simulation output compared to experimental images. Model cell types: embryonic tissue (green/white), hindgut (yellow), extraembryonic
tissue (gray), gonadal ridge (magenta), PGC (red), and KIT ligand signaling cells (blue). The experimental images show a horizontally flipped view compared to
the simulation output. (A) Phase | simulation output at 2400 MCS (= E9.5) showing migration of PGCs (red) to the gonadal ridge (magenta). PGCs move from
the upper posterior region of the embryo to the gonadal ridge in the lower center of the embryo. (B) Experimental images of mouse embryos show migration
of PGCs from E9.25 to E10.5 through Oct-4-/acZ transgene expression, from [38] with permission. PGCs in the experimental images migrate from the top-left
of the embryo (posterior region) to the lower middle (gonadal ridge). (C) Experimental images of mouse embryos show migration of PGCs from E9.25 to E10.5
through Oct-4-GFP expression, from [39] with permission. PGCs in the experimental image migrate from the top-left of the embryo (posterior region) to the
lower-right (gonadal ridge). Experimental images show an increase in Oct-GFP expression, indicating an increase in the abundance of migrating PGCs. [A colour

version of this figure is available in the online version.]

Figure 6. On E9.5, PGCs adhere to the hindgut epithelial cells (blue) and do not
efficiently migrate to the gonadal ridge (magenta) in a simulation snapshot
where KIT ligand secretion is constant—all epithelial hindgut cells start secret-
ing KIT ligand at the same time. Cell types: embryonic tissue (green/white),
hindgut (yellow), extraembryonic tissue (gray), gonadal ridge (magenta), PGC
(red), and KIT ligand signaling cells (blue). [A colour version of this figure is
available in the online version.]

the proliferation of granulosa cells pushing the primordial follicles
to the cortex. Studies have reported the presence of granulosa cell
proliferation prior to and after birth [41-43]. The increased mitotic
rate of granulosa cells resulted in a greater abundance of granulosa
cells; however, primordial follicles were not localized to the cortex.
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e

Figure 7. (A) Phase Il simulation output at 3600 MCS (= E18.5) shows oocytes
(red) in germ cell nest structures and some primordial follicle structures. Cell
types: oocytes (red), granulosa cells (blue), somatic cells (yellow), epithelial
cells (green), and mesonephros (gray). (B) Experimental image of a develop-
ing E18.5 mouse ovary show oocytes (red) stained for TRA98, granulosa cells
(green) stained for FOXL2, and DAPI (blue) nuclear counterstain. (C) Another
experimental image of a developing E18.5 mouse ovary show oocytes (cyan)
stained for TRA98, interstitium (green) stained for «SMA, somatic cells (red)
stained for WT1. [A colour version of this figure is available in the online
version.]

Follicles were randomly scattered throughout the ovary, similar to
the positioning observed with the normal mitotic rate. Thus, a simple
increase in the mitotic rate of all granulosa cells cannot account for
the localization of oocytes to the cortex.
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oocytes

Figure 8. (A) Phase Il simulation output at 4800 MCS (=E18.5/P0) shows
oocytes (red) with primordial follicles forming. Cell types: oocytes (red),
granulosa cells (blue), somatic cells (yellow), epithelial cells (green), and
mesonephros (gray). (B) An experimental image of a developing mouse ovary
at birth (P0) shows the formation of primordial follicles. Cellular staining:
oocytes (red) through TRA98, granulosa cells (green) through FOXL2, and
other cell types (gray) through DAPI. [A colour version of this figure is avail-
able in the online version.]

Figure 9. On P2, oocytes (red) appear connected in small groups and not
all oocytes are surrounded by granulosa cells (blue). The morphology is
not consistent with primordial follicle morphology. Cell types: oocytes (red),
granulosa cells (blue), somatic cells (yellow), epithelial cells (green), and
mesonephros (gray). [A colour version of this figure is available in the online
version.]

(A)

oocytes

Figure 10. Phase Il simulation snapshots compared to experimental data.
Model cell types are as follows: oocytes (red), granulosa cells (blue), somatic
cells (yellow), epithelial cells (green), and mesonephros (gray). (A) Phase Il
simulation output at 0 MCS (=E12.5) shows oocytes (red) when they first
reach the gonad. (B) Mouse E12.5 ovaries show oocytes through Oct-4-GFP
(green) and CCND1 (red) transgene expression, from [40] with permission.
The mesonephros in the experimental image (section in image showing only
cyclin D1 staining) is large compared to the size of the gonad (section with
both Oct-4-GFP and cyclin D1 staining). (C) Phase Il simulation output at
4800 MCS (E15.5) shows oocytes (red) in germ cell nests. (D) Mouse E15.5
ovaries show oocytes through Oct-4-GFP (green) and CCND1 (red) transgene
expression, from [40] with permission. [A colour version of this figure is
available in the online version.]

Parameter estimation

Model parameters that were not defined by experimental data a pri-
ori were adjusted to produce outcomes consistent with experimental
studies. That is, for parameters that cannot be measured directly, we
adjusted values until the model outputs matched experimental data
for cell abundances and experimental images (see Tables 2-5 for pa-
rameter values). Parameters estimated for both phases were contact
energies, inverse cell compressibility, growth rates, secretion rates,
diffusion rates, decay rates, and chemotaxis strength coefficients.
The contact energies were adjusted to represent relative adhesion
between cell types and cell motility. In Phase I, the secretion rates,
diffusion rates, decay rates, chemotaxis strength coefficients, inverse
cell compressibilities, and growth rates were adjusted to produce
simulation outputs that resulted in PGCs migrating in a parade-like
manner to the gonadal ridge without causing irregularities in the
cells or subsequently undergoing cell death. The mitotic rate of so-
matic cells in Phase II were set to mimic growth of the whole ovary
as observed in experimental images (Figures 10 and 11). The mitotic
rate and cell death rate for oocytes were derived from experimental
data [10].

Sensitivity analysis

A sensitivity analysis was conducted to determine the influence of
model parameters on the chosen endpoints. The analysis revealed
that contact energies, mitotic rate, KIT chemotaxis strength coef-
ficient, SDF1 chemotaxis strength coefficient, KIT diffusion coef-
ficient, SDF1 diffusion coefficient, and SDF1 decay rate have the



374

H. M. Wear et al., 2017, Vol. 97, No. 3

1100 -
1000 é
900 é
800 é
700 é
600 é
500 é

400 -

Oocyte Abundance

300 -
200

100 -

0-'I'I'l'l'I'I'I'I'I'I'I'I'I'I‘I'I'I'I'I'I'I'I'I'I'I'I'I‘I'I‘I

0 600
(E12.5)

1200
(E14.5)

1800 2400

(E16.5)

3000 3600

(E18.5)

4200 4800

(PO)

5400 6000

(P2)

Monte Carlo Steps

Figure 11. The abundance of oocytes in Phase Il of the simulation. Each blue line represents one of 25 simulation runs. The green area represents one standard
deviation from the mean simulation run. [A colour version of this figure is available in the online version.]

greatest influence on the visual endpoints (cell structure and tis-
sue integrity), and were categorized as sensitive parameters with
respect to developmental process accuracy and cell structure in-
tegrity (for more information see chapter 4 of Wear [20]). Cell
abundance in Phase I followed the same pattern in each simulation,
steadily increasing from 0 to 3600 MCS (E5.5-11.5), then slightly
decreasing until the end of the simulation at 4200 MCS (E12.5) (see
Figure 4). Thus, none of the Phase [ parameters were found to be sen-
sitive with respect to cell abundance. The majority of simulations for
each adjusted parameter were within the normal range. Inverse cell
compressibilities, target volumes, and SDF1 secretion rate had the
most simulations (19, 18, and 12 out of 25 simulations, respectively)
outside the normal range, while KIT chemotaxis strength coefficient,
contact energies, and KIT decay coefficient had the highest frequency
of incomplete trials (18 of 43, 18 of 43, and 16 of 41 simulations,
respectively), a simulation that did not run to completion. No cor-
relations were found between the number of simulations outside the
normal range and the number of incomplete simulations in Phase 1.

A parameter was categorized as having high, medium, or low
sensitivity (see Tables 2 and 4) based on how many endpoints it
influenced significantly. In Phase I, highly sensitive parameters in-
fluenced at least three of the four endpoints (Table S2). We found
contact energies, mitotic rate, KIT chemotaxis strength coefficient,
and the SDF1 diffusion rate to be highly sensitive parameters.

In Phase II, highly sensitive parameters influenced two of three
endpoints assessed since there were no incomplete simulations for
any of the tested parameters in Phase II (Table S3). Phase I parame-
ters were ranked as having high sensitivity if they influenced at least

two endpoints, medium for one endpoint, and low for no endpoints.
In Phase II, death rate was the only highly sensitive parameter with
respect to the three endpoints assessed. Simulations for each param-
eter tested in Phase II showed a rapid proliferation of oocytes from 0
to 1200 MCS and a steady, linear decrease from 1200 to 6000 MCS
(see cell abundances from figure 4.15 to 4.20 in Wear [24]). Phase II
parameters showed an increase in the number of simulations outside
the normal range when compared to Phase I parameters. Sensitivity
analysis results for the Phase Il target volume had zero simulations in
the normal range. Oocyte abundance was greatly affected by manip-
ulations to target volume and mitotic rate, resulting in an increase
in abundance, relative to the normal range, with a 10% increase in
the parameter value and a decrease in abundance with a 10% de-
crease to the value. No correlations were observed between oocyte
abundance and visual endpoints in Phase II, indicating the influence
of parameters are specific to certain outcomes and do not affect all
endpoints of ovarian development.

Discussion

Model simulation results provide insight on the four mechanisms
of ovarian development tested. Though it is generally accepted that
PGCs proliferate during migration, contrasting hypotheses provided
an opportunity to use our model to test both hypotheses. Model
results agree with the data from experimental studies that PGC pro-
liferation continued during their migration to the gonadal ridge. Ex-
perimental studies in mice report increased PGC abundance during
migration, indicating continued PGC proliferation during migration
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[44, 45]. Stressors (e.g., chemical toxicants) altering mitotic rates
may influence the hypothesis on PGC mitosis from E5.5 to E12.5.
Tam and Snow [46] reported a constant proliferation rate of PGCs
under normal conditions, while exposure to chemicals (mitomycin
C) can alter the proliferation rate during migration. Mitotic rates
may also vary depending on their location in the migratory path or
their proximity to somatic cells [47], though this is not incorporated
into our model to preserve simplicity. Further research is needed to
discern the mitotic rates of PGCs during migration.

We found that spatial sequential secretion (i.e., secretion starting
at the posterior hindgut, closest to the starting location of PGCs and
spreading to the hindgut nearest to the gonadal ridge) of KIT ligand
resulted in a PGC migration pattern that best fit the observed data.
The mechanisms underlying sequential signaling as modeled here are
presumed to be similar to inductive cellular signaling via a diffusible
signal [48]. Signals governing PGC migration have been experimen-
tally verified in mouse knockout studies; however, the mechanisms
of signaling have been largely unexplored.

Another possible mechanism for PGC migration signaling could
be through an attractant signal and repellent signal model [49].
In drosophila, PGC migration is governed by a source chemoat-
tractant signal located at the migration destination and a chemo
repellant signal located at the initial position of migration [50]. An
attractant/repellent mechanism of signaling for PGC migration has
not been verified in mouse. Without any known repellent signals
involved, this mechanism was not simulated to preserve model
simplicity.

In Phase II, the contact energy values for granulosa cells and
oocytes were altered to produce germ cell nests and primordial folli-
cles. A low percentage (3%—4%) of oocytes were observed in primor-
dial follicle structures in the simulation prior to birth. Experimental
data show <5% oocytes in primordial follicle structures prior to
birth [51]. The model aligns with experimental data showing some
primordial follicle formation prior to birth with the majority of pri-
mordial follicle formation occurring after birth. The mechanisms
for germ cell nest breakdown and primordial follicle formation are
unknown, so a change in contact energies between oocytes and be-
tween oocytes and granulosa cells was programmed to govern the
process. Alternate contact energies where adhesion between oocytes
is decreased and adhesion between oocytes and granulosa cells is
increased may produce similar outputs; however, it was outside the
scope of this study to assess all combinations of parameter values that
could produce the same results. In the model, programming chemoat-
tractant signaling as the mechanism for germ cell nest breakdown did
not produce results that aligned with experimental images (Figure 9).
This is consistent with the literature that reports the expression of
several genes influencing germ cell nest breakdown in mice [14, 36];
none of which are chemoattractant signals. Experimental research
is needed to validate our assumption that germ cell nest breakdown
is governed by changes in cellular adhesion between oocytes and
granulosa cells in association with a decrease in maternal estrogen.

One aspect of our model that does not match observed morphol-
ogy well is the distribution of primordial follicles at birth (Figure 7).
Phase II results show primordial follicles scattered throughout the
ovary, while experimental images show primordial follicles local-
ized to the cortex region of the ovary. We tested whether increasing
the mitotic rate of granulosa cells would cause follicle localization in
the cortex region, but this did not result in the same morphological
pattern observed experimentally. The inconsistency between model
results and experimental results could be explained by the increased
proliferation of a specific subpopulation of granulosa cells residing

in the medullar region, which would push primordial follicles to the
cortex region. Additional research is needed to understand their roles
in controlling ovary morphology.

Parameter estimation and sensitivity analysis

Parameter values were defined from data in the literature or they
were estimated by fitting the model to available data. Some param-
eters, e.g., contact energies, have not been measured experimentally
but they are essential model parameters. In such cases, parameter
values from other CC3D models [52-54] were used to as a start-
ing point to find parameter values that allowed our model to fit
the experimental data. We did this for contact energies, inverse cell
compressibilities, and chemotaxis strength coefficients, then param-
eters were readjusted in order to preserve cell structure integrity. To
best fit observed tissue structures, contact energies between PGCs
and epithelial and hindgut cells had to be lower than contact en-
ergies between extracellular matrix and epithelial and hindgut cell.
Lower contact energies mean stronger adhesion between those cell
types; the contact energy values define the adhesion of one cell type
to other cell types. Contact energy values were within the range of
contact energy values in the CC3D models mentioned previously,
although experimental data for the expression concentrations of ad-
hesion molecules are needed to better define contact energies. Values
for inverse cell compressibilities and chemotaxis strength coefficients
were also set based on published CC3D models, then readjusted
producing a model that aligned well with cell abundance data and
experimental images.

The sensitivity analysis played an important role in model de-
velopment. Identification of highly sensitive parameters helps with
parameter estimation and assists with simplification of the model.
In the sensitivity analysis, most parameters exhibiting abnormal cell
structure integrity also displayed abnormal development. For ex-
ample, altering the death rate of oocytes £10% in Phase II caused
oocyte fragmentation, which led to abnormal formation of germ
cell nests. Parameters with high sensitivity to cell structure also had
high sensitivity to development, which may indicate a relationship
in the two endpoints. Increasing all the contact energies two times
the original values, keeping the relative differences in value the same,
resulted in stagnant, nonmotile cells in the simulation. Lowering all
the contact energies to half the original values resulted in fragmen-
tation and irregularities in cell structures. Sensitivity analysis results
indicate that irregular cell structure will lead to a disruption in the
developmental process, although irregular cell structure is not neces-
sary to produce an abnormal developmental process outcome (e.g.,
KIT chemotaxis strength coefficient in Phase I and contact energies
in Phase II). A greater percentage of parameters in Phase I affected
development and cell structure, likely due to the number of param-
eters defined in Phase I compared to Phase II. To keep the model
representative of the existing data, early ovarian development pro-
cesses were modeled parsimoniously, relying on the fewest number
of parameters (i.e., contact energies) to control the morphological
changes observed. The overall magnitude and relative magnitude of
contact energies in Phase I and IT were kept within range to promote
continuity between the phases.

In Phase II, we found mitotic rate and target volume to be highly
sensitive to parameter value manipulation based on the germ cell
abundance endpoint. Mitotic rate directly controls the abundance
of cells, explaining its sensitivity. Target volume, when reduced by
10% to 19.8 pixels, may not be large enough for cells to undergo
mitosis and when increased by 10% to 24.2 pixels, may not have
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enough physical space within the tissue to undergo division. Target
volume was also identified as a sensitive parameter in Phase I, with
respect to cell abundance. Interestingly, the mitotic rate did not have
high sensitivity in Phase I, where inverse cell compressibility was the
most sensitive. In Phase I, parameters relating to volume have greater
control over PGC abundance than a parameter directly controlling
cell proliferation. This observation may be explained by a relation-
ship between multiple parameters; however, it cannot be determined
from the results of the univariate analysis.

Results from this analysis can be used to focus future experimen-
tal research on the parameters with high sensitivity (e.g., collecting
in vivo data for a specific parameter, focus research on stressors that
affect a parameter with high sensitivity) as the level of sensitivity may
indicate how critical a specific biological mechanism or developmen-
tal period is for ovarian development. The sensitivity analysis also
increases the understanding of parameter influence on model behav-
ior, allowing it to be a more compelling tool for assessing hypotheses
and predicting adverse outcomes.

We constructed a cell-based computational model of early ovar-
ian development in mice using the most up-to-date information in
the literature. The model serves as a tool to understand early ovarian
development by testing hypothesized mechanisms (e.g., PGC pro-
liferation during mitosis), producing new hypothesized mechanisms
(e.g., mechanism governing germ cell breakdown), and predicting the
primordial follicle population. Four hypothesized biological mecha-
nisms were tested during model development, and future work could
involve testing additional hypotheses.

Given that our model reproduces observed cell counts and devel-
opmental processes reasonably well, it could be used as a predictive
tool to test how perturbations of model parameters affect model
results, e.g., due to toxicant exposure. Future toxicological applica-
tions of the model will incorporate data from in vitro assays and
extrapolate biological effects to predict adverse outcomes in ovarian
development and function. The prospective model will specifically
provide insight to the developmental timescale, morphological alter-
ations, and the size of the primordial follicle pool. Variations to the
primordial pool can be predicted from disruption during early ovar-
ian development, leading to insights about the reproductive lifespan.
To our knowledge, this is the first cell-based model of early ovarian
development in mice and as additional data become available the
model can be updated to include new features and developmental
processes including an extension to later phases of ovarian develop-
ment and higher quality predictions of fertility.

Supplementary data

Supplementary data are available at BIOLRE online.

Table S1. Antibody Table.

Table S2. Assessment of Phase I parameter sensitivity based on
four endpoints: developmental process accuracy, cell structure in-
tegrity, PGC abundance, and incomplete trials. A checkmark (/)
indicates the parameter showed sensitivity and a line (=) indicates
the parameter did not show sensitivity when adjusted £10%.

Table S3. Assessment of Phase II parameter sensitivity based
on three endpoints: developmental process accuracy, cell structure
integrity, and oocyte abundance. A checkmark (/) indicates the
parameter showed sensitivity and a line (-) indicates the parameter
did not show sensitivity when adjusted £+ 10%.

Video S1. Phase I of the early ovarian development model, which
represents embryonic day 5.5 (ES.5) to E12.5. The lattice is updated

every Monte Carlo step (MCS) and the simulation runs for 4200
MCS, equivalent to 7 days.

Video S2. The video shows Phase II of the early ovarian de-
velopment model, which represents embryonic day 12.5 (E12.5) to
postnatal day 2 (P2). The lattice is updated every Monte Carlo step
(MCS) and the simulation runs for 6000 MCS, equivalent to 10 days.
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