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The circadian clock orchestrates 24-h rhythms in physiology in most
living organisms. At the molecular level, the dogma is that circadian
oscillations are based on a negative transcriptional feedback loop.
Recent studies found the NAD+-dependent histone deacetylase,
SIRT1, directly regulates acetylation status of clock components and
influences circadian amplitude in cells. While Nakahata et al.
[Nakahata Y, Kaluzova M (2008) Cell 134:329–340] reported that
loss of SIRT1 increases amplitude through BMAL1 acetylation,
Asher et al. [Asher G, Gatfield D (2008) Cell 134:317–328] reported
that loss of SIRT1 decreases amplitude through an increase in acety-
lated PER2. To address this SIRT1 paradox, we developed a circadian
enzymatic model. Predictions from this model and experimental val-
idation strongly align with the findings of Asher et al., with PER2 as
the primary target of SIRT1. Further, the model suggested SIRT1
influences BMAL1 expression through actions on PGC1α. We vali-
dated this finding experimentally. Thus, our computational and ex-
perimental approaches suggest SIRT1 positively regulates clock
function through actions on PER2 and PGC1α.
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The circadian clock enables organisms to adapt to common
daily and seasonal changes, such as the day−night cycle and

food availability. In mammals, the central pacemaker is in the
suprachiasmatic nucleus of the hypothalamus, which receives
entraining signals (e.g., light) from the environment and coordi-
nates timing information to clocks elsewhere in the body (1).
While peripheral tissues also contain circadian clocks, they do not
respond to light−dark cycles. Instead, hormonal rhythms, tem-
perature, and behavior (e.g., feeding) help synchronize peripheral
clocks to drive their rhythms (2–4). Further evidence suggests that
the clock both regulates and is regulated by metabolism (5).
At the molecular level, circadian oscillations are generated by

interlocked transcriptional−translational feedback loops (6, 7).
Central to this clock machinery are the core transcription factors
CLOCK and BMAL1, which heterodimerize, form a complex
(CLOCK−BMAL1), and bind to E-box response elements to drive
target gene transcription (8). Among the many CLOCK−BMAL1
targets are the period (PER1, PER2, PER3) and cryptochrome
genes (CRY1, CRY2). Besides the primary E-box−driven loop, the
ROR/REV-ERB loop is also regulated by CLOCK−BMAL1 and
contributes to the transcriptional control of primary loop compo-
nents (e.g., BMAL1), conferring robustness to the mechanism (9).
Moreover, the clock machinery is subject to epigenetic regulation
that involves chromatin remodeling to allow for DNA transcrip-
tion in a dynamic manner (10, 11). Posttranslational modifications
such as histone acetylation by histone acetyltransferases (HAT),
histone deacetylation by histone deacetylases (HDAC), methyl-
ation, sumoylation, and ubiquitination occur in a periodic manner
to confer transcriptional stability for the maintenance of the cir-
cadian rhythm (11–13). The time-dependent reversible actions of
HATs and HDACs aid in recruitment of clock proteins to their

DNA binding sites for transcriptional activation and repression
leading to circadian rhythms (14).
To study the molecular clockwork architecture, mathematical

models for several clock systems have been proposed (15–26).
A key objective of these models is to quantify transcriptional/
translational feedback loops that drive circadian rhythms. How-
ever, emerging studies highlight the importance of a new enzy-
matic loop absent from the prevailing transcriptional/translational
feedback loop dogma. This enzymatic loop is constituted by
SIRT1, an HDAC from the sirtuins family, which likely mediates
information of cellular energetics to the chromatin remodeling of
clock (13). Through its HDAC activity, SIRT1 regulates the cir-
cadian gene expression by repressing the transcription (27).
Two studies by Nakahata et al. (28) and Asher et al. (29) showed

that the NAD+-dependent enzyme, SIRT1, functions as a deacety-
lase that modifies the activity of core clock components BMAL1 and
PER2. While Nakahata et al. reported their observations in mouse
embryo fibroblasts (MEFs) extracted from male BALB/c and liver-
specific SIRT1−/− mice, Asher et al. reported their observation in
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NIH 3T3 cells and MEFs from wild-type (WT) and SIRT1−/− mice.
Both studies demonstrate SIRT1 regulates circadian amplitude of
core clock genes, with more-recent studies replicating some of these
findings (30, 31). However, the two studies differed in some of their
critical findings. Nakahata et al. show loss of SIRT1 led to higher
amplitude of the circadian rhythms, while Asher et al. show loss of
SIRT1 led to lower amplitude of the circadian rhythms (32).
CLOCK-mediated acetylation of BMAL1 at Lys537 increases effi-
cacy of CRY-mediated repression on CLOCK−BMAL1 mediated
transcription (33). Nakahata et al. demonstrated that SIRT1 acts as
a molecular rheostat of CLOCK’s HAT activity on BMAL1 by di-
rectly interacting with the CLOCK−BMAL1 complex on circadian
gene promoters and deacetylating BMAL1. Although Asher et al.
observed an interaction of SIRT1 with CLOCK−BMAL1 dimer, in
contrast to Nakahata et al., they identify a SIRT1-mediated deace-
tylase activity on PER2 but not BMAL1. To summarize, while
Nakahata et al. suggest SIRT1 worked through deacetylation of
BMAL1, Asher et al. suggested SIRT1 regulates clock function by
deacetylation and degradation of PER2. We refer to these dis-
crepancies as the “SIRT1 paradox.”
Here we attempt to reconcile this paradox by developing and ex-

perimentally validating a circadian enzymatic model that accommo-
dates the traditional transcriptional feedback loop. Our model has the
following properties: (i) circadian oscillations governed by the ca-
nonical transcription (PER−CRY/CLOCK−BMAL1) feedback loop;
(ii) circadian control of the enzymatic NAD+ salvage pathway; (iii)
integration of the mammalian circadian clock with energy (NAD+)
metabolism through acetylation of both the activator BMAL1 and
the repressor PER2; and (iv) the inclusion of the auxiliary ROR/
REV-ERB feedback loop and its effect on BMAL1 transcription.
We used RNAi, genetic interaction mapping, and quantitative

luminescence imaging to validate our model. Regardless of the
biochemical outcome of acetylation, if SIRT1 and BMAL1 exhibit
epistasis at the genetic level, individual knockdowns of SIRT1 and
BMAL1 should exhibit similar phenotypes, while combinatorial
knockdowns should generate a synergistic phenotype. Concomi-
tantly, if SIRT1 functions through PER2, then knockdown of
SIRT1 should resemble knockdown of PER2. In both mouse NIH
3T3 and human U2-OS cells stably expressing a BMAL1::LUC
reporter, knockdown of SIRT1 phenocopied the reporter baseline
and amplitude as seen with knockdown of PER2 but not BMAL1
(or CLOCK). Interestingly, knockdown of SIRT1 drove reporter
levels down, in perfect contrast to BMAL1 knockdown on
BMAL1::LUC reporter levels. This effect on baseline activity
of the BMAL1::LUC reporter was modeled only after in-
corporating the auxiliary ROR/REV-ERB transcriptional feedback
loop into the model, and the importance of the coactivator PGC1α
on rhythmic regulation of BMAL1 was, in turn, highlighted (34,
35). In the absence of SIRT1 deacetylation, PGC1α is unable to
coactivate ROR-driven BMAL1 transcription. In summary, the
dual effects of SIRT1 on PER2 and PGC1α appear to contribute
to regulating the circadian amplitude of gene expression.

Results and Discussion
Modeling Insights into the Circadian Amplitude Variation Without
Enzymatic Feedback. We assessed the performance of model A
(Fig. 1A) for each given parameter set in SI Appendix, Table S1,
by comparing the cellular dynamics with and without enzymatic
feedback. Interestingly, this model recapitulates the contrasting
responses observed by Nakahata et al. (28) and Asher et al. (29),
based on predominance of parameter set H1 and H2, re-
spectively (Fig. 1B). Parameter set H1 simulated the positive arm
(i.e., BMAL1) as the predominant deacetylase target for SIRT1
[in congruence with data presented by Nakahata et al. (28)],
while parameter set H2 considers the negative limb (i.e., the
PER−CRY complex) to be the predominant target of SIRT1 [as
reported by Asher et al. (29)] (SI Appendix, Fig. S1A). Simulating
SIRT1−/− in model A predicts a nonoscillatory constitutive in-
crease in levels of acetylated BMAL1 under both parameter
sets H1 and H2 (SI Appendix, Fig. S1 B and C). However, under
WT and SIRT1−/− simulations, the amplitude of acetylated

BMAL1 (BMAL1AC) is significantly lower in parameter set H2
compared with set H1. As for the acetylated repressor complex
(PERAC−CRY), the model also simulates lower amplitude in WT
condition. Despite this lower WT rhythm, the simulated levels of
PERAC−CRY are greater in SIRT1−/− mutant (dashed line, SI Ap-
pendix, Fig. S1D) than in WT (solid line, SI Appendix, Fig. S1D) and
in qualitative agreement with the data presented by Asher et al. (29).
With regards to the directionality of amplitude response under

SIRT1−/−, further analysis indicates that it is primarily determined
by the stoichiometric ratios between activator (BMAL1AC) and
repressor (PERAC−CRY) complexes (Fig. 1 C and D). In partic-
ular, larger ratios of activator to repressor complexes can give rise
to the reduced amplitude phenotype as observed by Asher et al.
(29), while smaller ratios can give rise to the increased amplitude
phenotype as observed by Nakahata et al. (28). From a compu-
tational standpoint, larger ratios between activator and repressor
are attributed to high levels of the activator and low levels of the
repressor (SI Appendix, Fig. S1D). Notably, it has been previously
shown that the robustness and thereby the amplitude of circadian
rhythms in cultured fibroblasts was dramatically enhanced by
equalizing the ratio between activator and repressor (36). Con-
sistent with these data, the 1:1 molar ratio between activator and
repressor is critical for a new class of mathematical models, known
as protein sequestration-based models, to generate robust rhythms
(37, 38). Such stoichiometry was also observed experimentally in
the macromolecular study by Aryal et al. (39) with the activator
(CLOCK−BMAL1) and repressor (PER−CRY) existing in ∼0.75-
and ∼0.9-MDa complexes, respectively. Taken together, our re-
sults support the hypothesis that inherent genetic variation in cell
lines and/or mouse strains used in an experiment could potentially
influence and therefore account for the paradoxical phenotypic
responses observed in SIRT1−/− (28, 29).
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Fig. 1. Network topology and dynamics obtained from circadian model A.
(A) Network topology of the circadian enzymatic model with constitutive
BMAL1 gene expression (model A). Greek letters (α, β, γ) represent the
interlocked transcriptional and enzymatic feedback loops exerted by the
PER-CRY loop (α), the NAD loop and its deacetylation effects on PER-CRY
repressor (β), and BMAL1 activator (γ). (B) Model recapitulates the experi-
mentally observed differential amplitude response due to lack of SIRT1. Solid
lines represent the control WT condition, while dash-dotted lines represent
SIRT1−/−. (C and D) Stoichiometric variance in (acetylated) core clock com-
ponents is critical for the amplitude phenotype of SIRT1−/−. Solid lines rep-
resent the WT dynamics of the acetylated activator (BMAL1AC) and repressor
(PERAC-CRY) simulated using either parameter set (C) H1 (green lines) or (D)
H2 (red lines). See also SI Appendix, Figs. S1 and S2 and Table S1.
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In Silico Hypotheses Generated by Model A in Reconciling the “SIRT1
Paradox”. By saturating the acetylation rate for the repressor
(vPAC), i.e., acetylation on PER, the model predicts increased
amplitude in the absence of SIRT1 (SI Appendix, Fig. S2 A and
B). Under this single (parametric) perturbation, the deacetyla-
tion rate of SIRT1 on PER becomes negligible due to high PER
acetylation. Alternatively, such perturbation is equivalent to the
case where model parameters are set to consider BMAL1 as the
predominant target of SIRT1. Under this condition, the model
predicts increased amplitude of oscillations in SIRT1−/− [con-
sistent with the findings from Nakahata et al. (28)]. However,
testing this prediction experimentally is not feasible, as the PER2
specific acetyltransferase remains unknown. Similar predictions
are also obtained if the saturation effect of PER acetylation is
followed by a simultaneous reduction in the acetylation rate of
BMAL1. In this case, the circadian amplitude increases to a
greater extent in the SIRT1−/− mutant. As CLOCK acetylates
BMAL1 (32), the phenotype following a CLOCK knockdown
should, in part, be due to decreased rates in BMAL1 acetylation.
However, knockdown of CLOCK has been observed, by us (40)
and others (41), to cause dampened rhythms. Furthermore,
model A suggests that, when both H1 and H2 mechanisms co-
exist, the loss of circadian oscillations simulated by insufficient
levels of BMAL1 can be rescued by simultaneously clamping the
expression of SIRT1 (SI Appendix, Fig. S2C). This can be
explained by the complex interplay between the positive and the
enzymatic loop (dual effects of SIRT1) in model A. We tested
this hypothesis by siRNA-mediated knockdown of BMAL1
(BMAL1si), SIRT1 (SIRT1si), or both (SIRT1si+BMAL1si) in
U2-OS BMAL1::LUC (Fig. 2) and PER2::LUC cell lines (SI
Appendix, Fig. S3A). In both cell lines, knockdown of BMAL1 led
to an increase in the baseline of the reporter oscillations

followed by loss of amplitude, as described before (40). Loss of
SIRT1 expression led to concurrent loss in reporter baseline,
with a modest reduction in amplitude (Fig. 2A and SI Appendix,
Fig. S3A). This result is consistent with the findings of Asher
et al. (29), but not Nakahata et al. (28). Furthermore, under
SIRT1si+BMAL1si conditions, an additive effect was observed in
U2-OS BMAL1::LUC cells, with baseline levels being intermediate
to the knockdowns of the individual genes (Fig. 2A). Similar lu-
minescence recordings are observed if these experiments are re-
peated in mouse NIH 3T3 reporter lines (SI Appendix, Fig. S3 B
and C). Model A, however, failed to capture this effect. To rec-
oncile the inconsistencies in model A, we included the rhythmic
regulation of BMAL1 transcription by the auxiliary PGC1α/ROR/
REV-ERB feedback loop (model B) (Fig. 2B).

Model B Aligns with Majority of the Experimental Observations. We
systematically tested model B by simulating (i) permutations of
BMAL1, PER2, and PGC1α as the potential deacetylation tar-
gets for SIRT1 and (ii) perturbations wherein expression in core
clock genes were modulated. We compared the model predic-
tions to observations made experimentally in U2-OS and NIH
3T3 reporter lines wherever feasible.
Testing epistatic interactions of BMAL1 and SIRT1. We first simulated
and experimentally tested a partial loss in BMAL1 expression
and assayed the resulting response in U2-OS BMAL1::LUC cells.
In agreement with our previous study (40, 41), we observed
∼46% reduction in REV-ERB expression following BMAL1
knockdown (SI Appendix, Fig. S3D). From a modeling stand-
point, parameters are set to consider (i) BMAL1, PER2, and
PGC1α as direct deacetylation targets of SIRT1 and (ii) REV-
ERB as the dominant driving force within the ROR/REV-ERB
loop. Therefore, following loss of BMAL1 expression, the re-
duced expression of BMAL1 inhibitor (REV-ERB, SI Appendix,
Fig. S3E) outweighs the concurrent reduction in expression of
BMAL1 activator (ROR, SI Appendix, Fig. S3F), resulting in in-
creased baseline of simulated BMAL1 expression (Fig. 2C). This
model prediction is in agreement with our observed experi-
mental results in U2-OS and 3T3 cells (Fig. 2A and SI Appendix,
Fig. S3B).
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Fig. 2. Network topology and relevant dynamics obtained from circadian
model B. (A) Luminescence of U2-OS BMAL1::LUC was measured from cells
transfectedwith siRNAs targeting BMAL1, SIRT1, or both, illustrated as BMAL1si,
SIRT1si, and SIRT1si+BMAL1si lines, respectively. Data are represented as mean ±
SEM. (B) Network of interacting components of the circadian enzymatic model B
incorporating the ROR/REV-ERB loop. Greek letters (α1, α2, β, γ, δ) represent the
core PER/CRY loop including both homologs of PER1 and PER2 genes (α1, α2), the
metabolic NAD loop and its deacetylation effects on PER2/CRY and BMAL1 (β),
and PGC1α (γ). The second transcriptional ROR/REV-ERB loop (δ) participates in
the regulation of BMAL1 expression. (C) In silico reproduction of the circadian
effects of SIRT1 and BMAL1 knockdown on BMAL1 expression. Individual
knockdowns of SIRT1si and BMAL1si are shown in blue dashed and red dotted
lines, respectively. The combination knockdown (SIRT1si+BMAL1si) is shown in
magenta dash-dotted lines. See also SI Appendix, Figs. S3 and S4.

Fig. 3. Effect of dual knockdown of SIRT1/CLOCK on BMAL1 and PER2 lucif-
erase oscillations. (A) BMAL1::LUC and (B) PER2::LUC oscillations measured in
U2-OS cells transfected with siRNAs targeting SIRT1 (SIRT1si), CLOCK (CLOCKsi),
or both (SIRT1si+CLOCKsi). Oscillations from NIH 3T3 cells were also measured,
and are shown in SI Appendix, Fig. S5. Data are represented as mean ± SEM. (C
and D) In silico reproduction of the circadian effects of SIRT1/CLOCK dual
knockdown on BMAL1/PER2 expression. Note that simulations are performed
under conditions where SIRT1 does not deacetylate BMAL1 but deacetylates
both PER2 and PGC1α. Individual knockdowns of SIRT1si and CLOCKsi are
shown in blue dashed and red dotted lines, respectively. The combination
knockdown (SIRT1si+CLOCKsi) is shown in magenta dash-dotted lines.
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SIRT1−/− in the aforementioned parametric set for model B
simulates lower baseline and amplitude of BMAL1 expression
consistent with the BMAL1::LUC oscillations data provided by
Asher et al. (29) and experimental observations in this study
(Fig. 2A and SI Appendix, Fig. S3B). Furthermore, the phenotype
from the simultaneous knockdown of SIRT1 and BMAL1, which
appears to be additive and intermediate to the phenotypes of the
individual knockdowns, is also faithfully captured by model B
(compare Fig. 2 A and C and SI Appendix, Fig. S3B). A similar
congruence is observed between simulation results and experi-
mental observations with knockdown of ROR alone or in com-
bination with SIRT1 (compare SI Appendix, Fig. S3 G and H),
further supporting the modeling hypothesis.
Next, we constrained parameters in model B so that all permu-

tations of BMAL1, PER2, and PGC1α were considered as targets
for SIRT1-mediated deacetylation and compared the simulation
results to the experimental data. When SIRT1 is modeled to only
target PER2, the simulations results successfully capture the com-
promised amplitude/baseline with knockdown of SIRT1 (SIRT1si)
and double knockdown of SIRT1/BMAL1 (SIRT1si+BMAL1si) in
PER2 expression rhythms (compare PER2 in SI Appendix, Figs.
S4A and S3A). In contrast, simulations under these conditions
failed to reproduce the experimentally observed BMAL1 expression
rhythms (compare BMAL1 in Fig. 2A and SI Appendix, Figs. S4A).
Similarly, when SIRT1 is modeled to only target PGC1α, the
simulations capture the experimentally observed effects of SIRT1si
and SIRT1si+BMAL1si on BMAL1 expression rhythms (compare
BMAL1 in SI Appendix, Fig. S4B and Fig. 2A) but not PER2 ex-
pression rhythms (compare PER2 in SI Appendix, Figs. S4B and
S3A). Next, modeling SIRT1 to target both PER2 and PGC1α
successfully reproduces the experimental data for both PER2
(compare PER2 in SI Appendix, Figs. S4C and S3A) and BMAL1
(compare BMAL1 in SI Appendix, Fig. S4C and Fig. 2A) expression
rhythms. Finally, considering SIRT1 to only target BMAL1 for
deacetylation completely fails to capture experimental observation.
Under this condition, our model predicts loss of BMAL1/PER2
oscillations in BMAL1si and a rescue of oscillations in the double
knockdown condition (SIRT1si+BMAL1si) (SI Appendix, Fig.
S4D). This inconsistency with experimental observation is not re-
solved even if, in addition to BMAL1, SIRT1 is modeled to also act
on PER2 (SI Appendix, Fig. S4E) or PGC1α (SI Appendix, Fig.

S4F). Taken together, the dual effects of SIRT1 on PER2 and
PGC1α appear necessary and sufficient in recapitulating all ex-
perimentally observed phenotypes from the epistatic interactions of
SIRT1 and BMAL1.
Testing epistatic interactions of CLOCK and SIRT1. One of the key as-
sumptions involved in model B is that BMAL1 undergoes re-
versible CLOCK-mediated acetylation as exemplified by previous
studies (28, 32). To investigate whether SIRT1 epistatically in-
teracts with CLOCK, we analyzed the effect of dual knockdown of
SIRT1/CLOCK on BMAL1/PER2 oscillations under the para-
metric condition that SIRT1 can deacetylate both PER2 and
PGC1α. Under this condition, the model faithfully captures the
experimentally observed results using the BMAL1::LUC (U2-OS:
compare Fig. 3 A and B; NIH 3T3: compare SI Appendix, Fig. S5A
and Fig. 3B) and PER2::LUC (U2-OS: compare Fig. 3 C and D;
NIH 3T3: compare SI Appendix, Fig. S5B and Fig. 3D) reporter
lines. However, when the model considers any other permutation
of targets for SIRT1 deacetylase activity, simulation result fails to
reproduce the experimental observations. Importantly, modeling
BMAL1 as the only target for SIRT1 predicts negligible change
in BMAL1 expression rhythms and an increase in amplitude of
PER2 rhythms under simulated loss in SIRT1 (SIRT1si) expression
(compare Fig. 4A, Per2::LUC). Similarly, such inconsistencies
continue to be simulated if SIRT1-mediated deacetylation is con-
sidered for BMAL1+PGC1α (SI Appendix, Fig. S6A), BMAL1+
PER2 (SI Appendix, Fig. S6B), BMAL1+PGC1α+PER2 (SI Ap-
pendix, Fig. S6C), only PER2 (Fig. 4B), and only PGC1α (Fig. 4C).
Taken together, to faithfully capture all of the phenotypes observed
by the combinatorial knockdowns of SIRT1/BMAL1 and SIRT1/
CLOCK requires our models to consider PER2 and PGC1α, and
not BMAL1, as the deacetylation targets of SIRT1.

Fig. 4. Simulation results of the circadian effects of SIRT1/CLOCK knock-
down on BMAL1/PER2 luciferase oscillations. Predicted BMAL11/PER2 oscil-
lations in the presence of SIRT1/CLOCK dual knockdown while testing
permutation of BMAL1, PER2, and PGC1α as SIRT1 targets for deacetylation.
Simulation results are generated under conditions where (A) SIRT1 targets
only BMAL1, (B) SIRT1 targets only PER2, or (C) SIRT1 targets only PGC1α.
Simulations pertaining to other permutations of SIRT1 action are shown in SI
Appendix, Fig. S6. Individual knockdowns of SIRT1si and CLOCKsi are illus-
trated in blue dashed and red dotted lines, respectively. The combination
knockdown (SIRT1si+CLOCKsi) is shown in magenta dash-dotted lines.

Fig. 5. Effects of dual knockdown of SIRT1/PER2 and SIRT1/PGC1α on
BMAL1/PER2 luciferase oscillations. (A) Bmal1::LUC and (B) Per2::LUC oscil-
lations measured from NIH 3T3 cells transfected with siRNAs targeting Per2
(Per2si), Sirt1 (Sirt1si), or both (Per2si+Sirt1si). (C and D) In silico simulation
of BMAL1 and PER2 expression while considering loss of gene expression
under PER2si (orange dotted line), SIRT1si (blue dashed line), or PER2si+
SIRT1si (magenta dash-dotted line) conditions. Simulations are performed
under conditions wherein SIRT1 does not deacetylate BMAL1 but does
deacetylate PER2 and PGC1α. (E) Bmal1::LUC oscillations measured in NIH
3T3 cells transfected with siRNAs targeting Pgc1α (Pgc1αsi), Sirt1 (Sirt1si), or
both (Sirt1si+Pgc1αsi). BMAL1::LUC oscillations from U2-OS cells are shown
in SI Appendix, Fig. S8. (F) In silico reproduction of the circadian effects of
individual and combinatorial knockdowns of SIRT1 and PGC1α on BMAL1
expression. Experimental data are represented as mean ± SEM. Note that
gene names in the figure legend are represented in the uppercase italics
naming convention (i.e., for genes of human origin) only for simplifying this
figure’s representation.
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Cell type-dependent phenotypes with epistatic interactions of PER2/SIRT1
and PGC1α/SIRT1. We observed subtle but clear phenotypic differ-
ences following experimental perturbations in U2-OS versus NIH
3T3 cell lines. Per2si, Sirt1si, and Sirt1si+Per2si perturbations lead
to loss of amplitude and baseline in NIH 3T3 cell lines (Fig. 5 A
and B), but the effect of baseline in U2-OS cell lines was not
pronounced (SI Appendix, Fig. S7). Our current model recapitu-
lates the circadian effect as seen in NIH 3T3 cell line (Fig. 5 C and
D) under conditions summarized in SI Appendix, Table S2. In-
terestingly, the expression levels of CRY and REV-ERBa under
these perturbations align well with both cell lines tested experi-
mentally (SI Appendix, Fig. S7 E and D).
With regard to PGC1α knockdown data, an increase in

BMAL1::LUC is observed in U2-OS cells (SI Appendix, Fig.
S8A), while, in contrast, 3T3 cells exhibit reduced baseline (Fig.
5E). Similar to PER2si, our model predictions for PGC1α
knockdown either alone (PGC1αsi) or in combination with
SIRT1 (SIRT1si+PGC1αsi) are consistent with the experimental
phenotype in 3T3 cells (Fig. 5F). Although a mechanistic in-
vestigation of cell type-specific circadian phenotypes is beyond
the scope of this study, we repeated PGC1αsi simulations under
the assumption that PGC1αsi induces an increase in the active
ROR complex association parameter. Operating under this as-
sumption, the model successfully recapitulated the U2-OS PGC1αsi
data (SI Appendix, Fig. S8B).
Taken together, our observations in this study are in strong

alignment with a previously published study by Ramanathan
et al. (42). Like the experimental observations reported in this
study, Ramanathan et al. (42) reports cell type-specific differ-
ences in knockdown related circadian phenotypes, especially
when targeting the PER gene family. In future studies, we will
investigate the potential for cell type-specific factors forming
distinctive functional networks, leading to the observed differences
in phenotypes.
Despite the inconsistencies in phenotypic observations, when

involving PGC1αsi and PER2si, between the two cell lines, our
proposed model predicts the PGC1α/SIRT1 interaction as an

important regulator of BMAL1 expression (previously shown in
Figs. 2–4). Furthermore, we once again tested all permutations
of BMAL1, PER2, and PGC1α as potential deacetylation targets
while simulating loss in expression of PER2/SIRT1. When PER2
is modeled as the only target for SIRT1 deacetylation under
PER2si, SIRT1si, and SIRT1si+PER2si conditions, our model
recapitulates the reduced baseline/amplitude in PER2 expression
rhythms (compare Fig. 6A, PER2 and Fig. 5B) but not for
BMAL1 expression rhythms (Fig. 6A, BMAL1 and Fig. 5A).
Similarly, simulations either partially or fully fail to capture ex-
perimental observations from either cell types under PER2si,
SIRT1si, and SIRT1si+PER2si, when considering SIRT1 to tar-
get only BMAL1 (Fig. 6B), only PGC1α (Fig. 6C, inconsistent
PER2 expression), PGC1α+BMAL1 (SI Appendix, Fig. S9A),
and BMAL1+PER2 (SI Appendix, Fig. S9B). Taken together,
our simulation results once again suggest PER2 and PGC1α as
the predominant SIRT1 targets that contribute to the circadian
phenotypes generated by the SIRT1 and PER2 epistatic inter-
actions. Furthermore, model B is able to capture majority of
phenotypic rhythmic expression data in both U2-OS and 3T3 cell
lines (Fig. 7).
In summary, we have identified strong evidence to support

PER2 and not BMAL1 as the SIRT1 deacetylation target. This
finding is consistent with data from Asher et al. (29). These
findings are also consistent with the cellular phenotypes reported
for SIRT1 at the tissue level (30, 31). Additionally, our modeling
efforts provide computational evidence for PGC1α, a metabolic
regulator of BMAL1 expression, as another direct deacetylation
target for SIRT1. This finding agrees with the observations
reported by Chang et al. (31).

Fig. 6. Simulation results of the circadian effects of SIRT1 and PER2
knockdown on BMAL1::LUC and PER2::LUC oscillations. Predicted BMAL1::
LUC and PER2::LUC oscillations in the presence of SIRT1/PER2 knockdown
while testing permutation of BMAL1, PER2, and PGC1α as SIRT1 targets for
deacetylation. Individual knockdowns of SIRT1si and PER2si are illustrated
in blue dashed and orange dotted lines, respectively. The combination
knockdown (SIRT1si+PER2si) is shown in magenta dash-dotted lines. Simu-
lations are performed under the assumption that (A) SIRT1 targets only
PER2, (B) SIRT1 targets only BMAL1, or (C) SIRT1 targets only PGC1α. Orange
and magenta traces are superimposed in C (PER2::LUC). Simulations per-
taining to other potential combinations of SIRT1 action are shown in SI
Appendix, Fig. S9.

Fig. 7. Comparison of model output and experimental (siRNA) data for
BMAL1::LUC and PER2::LUC oscillations in both U2-OS and 3T3 cells. Simu-
lated (A) amplitude and (B) baseline of BMAL1::LUC oscillations and relevant
siRNA data (U2-OS, pattern fill; 3T3, white fill). Simulated (C) amplitude and
(D) baseline of PER2::LUC oscillations compared with relevant siRNA. Data
are represented as mean ± SEM and normalized with respect to control
(NEGsi) condition while applying the naming convention of U2-OS. Simula-
tions are performed under conditions where SIRT1 deacetylates both PER2
and PGC1α but not BMAL1. Correlation analysis suggests that the effect of
SIRT1 on these targets is critical for recapitulating the relevant siRNA data
for both BMAL1/PER2 LUC oscillations. Correlation coefficient for the am-
plitude and baseline of BMAL1::LUC oscillations is 0.9 (P value = 0.001) and
0.8 (P value = 0.03), respectively. Correlation coefficient for the amplitude
and baseline of PER2::LUC oscillations is 0.8 (P value = 0.01) and 0.9 (P
value < 0.001), respectively. Note that (i) the U2-OS PER2si data have been
excluded from the estimation of the correlation coefficient and (ii) gene
names are represented in the uppercase italics naming convention (i.e., for
genes of human origin) only for simplifying this figure’s representation.
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Experimental Procedures
siRNA Transfections and Kinetic Bioluminescence Recording. We used human
U2-OS cells expressing luciferase under the control of a minimal BMAL1 or
PER2 promoter (40, 41). These U2-OS cell lines were grown in DMEM (Invi-
trogen) supplemented with 10% FBS (Atlanta Biosciences) and 1× penicillin/
streptomycin/glutamine (PSG; Invitrogen), and maintained at 37 °C in 5%
CO2. The siRNA transfections and continuous bioluminescence recording
over a course of 5 d or more was carried out by adapting published tech-
niques (40). Further details can be found in SI Appendix.

Isolation of RNA and Gene Expression Assays. RNA was isolated using a
combination of TRIzol (Invitrogen) and either RNeasy Mini kit (Qiagen) or
DirectZol kit (Zymo Research) as described (40) and as per the manufacturer’s
instructions (SI Appendix, Table S3).

Model Derivation for the SIRT1-Dependent Deacetylation of BMAL1 and PER2
(Model A).Model A, as shown in Fig. 1A, extends the dynamics of themammalian
circadian core oscillator by quantifying its regulation by the newly identified
NAD+ feedback loop. Specifically, CLOCK−BMAL1 regulates the rhythmic ex-
pression of nicotinamide phosphoribosyltransferase (NAMPT), as shown in both
synchronized fibroblasts (43) and peripheral tissues (e.g., liver) (44). Rhythmic
NAMPT protein drives the daily oscillations of cellular NAD+ levels, a metabolic
cofactor that serves as a substrate for SIRT1 deacetylase. This new time-keeping
loop is closed by feedback of SIRT1 through deacetylation of BMAL1 (28) and
PER2 (29). All modeling assumptions and equations are outlined in SI Appendix.

Model Derivation for the SIRT1-Dependent Regulation of BMAL1, PER2 and
PGC1α (Model B). Model B, as shown in Fig. 2B, considers the rhythmic reg-
ulation of BMAL1 transcription by the ROR/REV-ERB feedback loop. A key
feature of this model is that SIRT1 affects the circadian machinery via its
effects on BMAL1 and PER2 deacetylation and also on PGC1α. Further details
can be found in SI Appendix.

Estimation of Model Parameters. To estimate the unknown parameters for
both models A and B, Mirsky et al.’s evolutionary search (22) was performed,
satisfying a set of criteria (SI Appendix, Table S4).

Design of in Silico Experiments. To evaluate these models, we (i) calibrated the
model producing self-sustained oscillations and relevant phases (SI Appendix,
Tables S4 and S5), (ii) verified whether the model captured cell-autonomous
phenotypes due to loss of core clock genes or SIRT1, and (iii) verified whether
SIRT1−/− increased or decreased circadian amplitude, the apparent “SIRT1
paradox.” Finally, (iv) we did knockdown experiments of SIRT1 and various
clock components to validate model predictions (SI Appendix, Table S6).
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