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Background

John Preece was the first British general practitioner
to use a computer in the consulting room in 1970.1

Since then, technology in healthcare consultations
has advanced tremendously. There has been continu-
ous progression with computerisation of notes,
results, imaging and much more. This has allowed
information to be in a central place allowing for
better preparation and understanding before, during
and after the consultation.2 More recent techno-
logical advances include video consultation,3 smart
phone applications and the use of artificially intelli-
gent robot doctors.4 Due to recent progress in tech-
nology, it is unsurprising that many bold claims
about its ability to improve healthcare consultations
have been made. For example, Alemi et al.5 have sug-
gested that humanoid robots can alleviate children’s
stress and depression, while Crain6 reported that
nurse robots can express empathy to patients. Can
we believe these claims? In this instalment of the
empathy series, we will focus on the relationship
between technology and empathy, and examine
whether technology may help or hinder empathic
healthcare.

Examples of where technology has enhanced
empathy in healthcare

The diagnostic process has been an obvious target for
the development of automated and artificial intelli-
gence systems.4 Over 100 trials have shown that ‘com-
puter-aided diagnosis’ can outperform ‘expert’
diagnostic skills, which in turn may free up time for
the vital human interactions and handholding that is
sometimes needed to deliver diagnoses or treatment.7

It is also hypothesised that artificial intelligence sys-
tems may in turn reduce the growing administrative
burden that arguably detracts clinicians from
empathic consultation skills. Teleconsultations are

another technology with significant potential. This
has been demonstrated in a recent qualitative study
of palliative care at home, using long-term direct
observations and patient interview.8

Teleconsultations enabled multidisciplinary team
approaches to be utilised to include specialists and
primary care providers centred around 18 palliative
care patients within their own homes. In this exam-
ple, teleconsultations facilitated honest discussions in
which distress or physical deterioration might other-
wise not have been revealed during routine telephone
check-ups. Further, the practicalities of enabling
more frequent consultations meant that patient–clin-
ician relationships deepened and patients were able to
co-design their consultations. Despite clinician con-
cerns about the lack of physical proximity which
made them wary of being unable to provide comfort
if they raised sensitive issues, patients actually
expressed being more at ease to ‘pour out one’s
heart’ and resume ‘normal life’ at home.

Another area where technology can help is in the
teaching and training of empathy skills. This is exem-
plified by a neuroscience-informed curriculum that
was developed for teaching empathic consultation
skills to 99 trainee physicians.9,10 The course used
various technologies, including video recordings of
consultations using real-time physiological response
monitoring. A randomised controlled trial of this
intervention showed that the empathy training
group had greater changes in patient-rated empathy
scores than a control group who received standard
communication training. Another medical school in
the US examined how to support the teaching of pro-
fessionalism to 249 medical students. This included
the use of virtual classrooms using social networking
and online learning technologies to overcome barriers
posed by large class sizes and a dispersed student
population, who were at various clinical attach-
ments.11 The learning platform that was created
allowed peer support in a safe environment to
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facilitate sharing of experiences around stressful clin-
ical training situations and strategies for coping with
these challenges. This was an uncontrolled study and
compared empathy and self-reflection scores before
and after the course. It showed a preservation of
empathy (rather than its decline, which has previ-
ously been documented12) and improvement in self-
reflection. Some of these studies provide proof of
concept for using a range of technologies to help
care providers learn and improve empathic
communication.

Examples where technology has not
enhanced empathy or has hindered it?

William Osler, the 19th-century physician frequently
described as the Father of Modern Medicine, fam-
ously said ‘listen to your patient, he is telling you
the diagnosis’.13 However, what if the care provider
is distracted by technology or the technology itself is
the ‘listener’? The great promises often made on tech-
nology’s behalf do not always translate to patient
benefits, even when a goal of reducing administration
to freeing up space for meaningful human inter-
actions is its focus.

For example, a recent cross-sectional study in the
US14 which timed various activities during more than
800 observed consultations showed that primary care
physicians spent less time on face-to-face interactions
with their patients than working on the electronic
health record. Such findings would argue against
technology acting to augment an empathic consult-
ation by freeing up clinician time. Also, the promises
of symptom data collection being used by some gen-
eral practices in place of or before face-to-face con-
sultations aim to improve efficiency but the data do
not support that claim.15,16

Other areas where technology has been imple-
mented without evidence of benefit relate to the
large-scale implementation of a new paperless elec-
tronic record system at a cost of nearly £200 million
in a large UK teaching hospital in 2015.17 Failings in
the technology and its implementation lead to major
disruption within the hospital with clinical teams
unable to provide adequate patient discharge or
follow-up information or gain timely access to
updated patient clinical records. The result was a pre-
viously high achieving hospital being placed into spe-
cial measures and not achieving referral and
treatment targets. It has been reported that some of
the failures were attributed to removal of vital inter-
personal elements of everyday clinical and adminis-
trative interactions.

Similar concerns have been reported in primary
care. Since the introduction of computerised systems
into the UK primary care consulting room, a number
of studies have reported a negative impact on
the quality of doctor–patient communication.
Video recordings of consultations suggest that the
presence of technology can result in a particular pre-
occupation by the practitioner with the computa-
tional tasks, delayed responses to cues, slow
utterances of empathic statements and delayed non-
verbal cues (such as withholding gaze from
patients).18 It has been hypothesised that this reduc-
tion in empathy relates to increased demands that
technology may place on practitioners’ time which
in turn could undermine their ability to simultan-
eously interact with their patients. Moreover, patients
themselves may begin to adapt communication
and behaviour adjusting to a computer-centric
consultation.

Outside of the consulting room, enhanced technol-
ogy has been proposed as key to improving access to
practitioners through electronic appointment
systems, email consultations and telemedicine.
However, since 2012 the UK GP patient survey has
shown a year-on-year increase in the number of
patients dissatisfied with access to healthcare pro-
viders and quality of their consultation owing to the
lack of personal, holistic and empathic care which
some argue can only be achieved in person rather
than through the mobile apps, emails or telephone
consultations.19,20 Where technology has appeared
to be of most benefit in this context is in providing
the facility for consultations where there were none,
such as in the multidisciplinary team video consult-
ations for terminal care described above. However
what the results of the annual UK GP patient
survey might point towards is dissatisfaction when
technology is used to replace what were valued face-
to-face interactions. At a population level, technol-
ogy might open up more consultation time but for
the individual this might come at a loss of valued
human relationships.

The ideal would be for technology in healthcare to
promote empathic consultation by directly improving
communication between care provider and patient
and by reducing administrative burden and freeing
up time for human interaction. Artificial intelligence
systems in health are currently a hot topic with much
funding going into such projects and the artificial
intelligence health market is expected to reach
$6.6bn by 2021.21 These systems have already been
shown to help with diagnosis4 and currently act as
health assistants.22 Extensive research is going on
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lately in the field of applying human features, emo-
tions, gestures and reactions to digital technol-
ogy.23,24 Could smart as well as emotional
algorithms or robots appear in healthcare soon?
How might these impact the doctor–patient relation-
ship or the role of the human consultation?

The future with technology and artificial intelli-
gence within the healthcare consultation raises the
possibility of profound benefits but also the potential
for significant harms, a few described above. The
development of this area and the introduction of
this technology should involve all stakeholders
including: patients; carers; healthcare providers; man-
agers; policy-makers; and technologists. These groups
need guidelines for helping to identify evidence-based
empathy-enhancing technologies so that the potential
benefits can be realised.

Limitations of the evidence for the
benefits or harms of technology and
how to address them

Most of the evidence for the benefits and harms in
this paper has come from individual small-scale stu-
dies rather than large randomised controlled trials or
systematic reviews. This means that the claims made
about technologies’ usefulness are somewhat limited
by the quality of evidence. The rapid advances in
technology, combined with the pressures to improve
healthcare, mean that scientific evaluation of new
technologies will need to keep up with the pace at
which technologies are developing. Trial and error
is common and implementation without adequate
evaluation is more frequent. Patients are already
accessing symptom checker algorithms online and e-
doctors are currently available to mobile phone Apps
24 hours a day. Home diagnostic tests are addition-
ally available to purchase online at any time. While
embracing these technologies in healthcare, it is also
necessary to ensure that the speed of doing so does
not distract us from utilising well-honed evidence-
based medicine principles to accurately determine
whether technology truly does help or harm patients.

Conclusion

Empathy is important, the extent to which it is
expressed varies, and its expression is becoming
more difficult as time pressures increase.
Technologies have the potential to enhance empathy.
However, they are not ubiquitously beneficial, and
the evidence used to evaluate them is generally inad-
equate. Technology’s future role in enhancing

empathy is an exciting field that is yet to realise its
full potential but it will require rigorous evaluation.
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