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Abstract

The digital traces that we leave online are increasingly fruitful sources of data for social scientists, 

including those interested in demographic research. The collection and use of digital data also 

presents numerous statistical, computational, and ethical challenges, motivating the development 

of new research approaches to address these burgeoning issues. In this article, we argue that 

researchers with formal training in demography—those who have a history of developing 

innovative approaches to using challenging data—are well positioned to contribute to this area of 

work. We discuss the benefits and challenges of using digital trace data for social and 

demographic research, and we review examples of current demographic literature that creatively 

use digital trace data to study processes related to fertility, mortality, and migration. Focusing on 

Facebook data for advertisers—a novel “digital census” that has largely been untapped by 

demographers—we provide illustrative and empirical examples of how demographic researchers 

can manage issues such as bias and representation when using digital trace data. We conclude by 

offering our perspective on the road ahead regarding demography and its role in the data 

revolution.
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Introduction

Researchers’ interest in and excitement toward Big Data—roughly defined as data sets that 

are large and heterogeneous enough to make storing, managing, and analyzing data difficult 
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(Sagiroglu and Sinanc 2013)—has grown significantly in the past several years. Many forms 

of Big Data are social data and therefore valuable to those interested in examining behaviors, 

attitudes, and macro-level social processes. Our study focuses on one type of socially 

relevant data—namely, digital traces—the results of social interaction via digital tools and 

spaces as well as digital records of other culturally relevant materials, such as archived 

newspapers and Google searches (Manovich 2011), including data from popular social 

networking sites (such as Facebook or Twitter), personal blogs, collaborative online spaces 

(such as Wikipedia), and data derived from mobile phone or credit card usage. These digital 

traces—a term that can be attributed to Latour (2007) in an effort to spread awareness 

regarding the permanence and traceability of online interaction—provide valuable insight 

into human behavior. However, they come in a variety of structures, including text, images, 

videos, and networks (Lazer and Radford 2017) and were not “constructed and designed 

with research questions in mind” (Ang et al. 2013:39).

Although the scope of our discussion addresses digital traces—which could include many 

forms of digital documentation of human behavior, including e-mail, credit card 

transactions, cell phone records, and more—most of the examples that we provide focus on 

social media data. We do not address very large but systematically collected conventional 

data sets, although these data share some similarities with digital trace data.
1
 The context for 

our discussion is a growing body of research that has considered the use of digital trace data 

to study population processes, including fertility (e.g., Billari et al. 2013), migration (e.g., 

Zagheni and Weber 2012), and mortality (e.g., Tamgno et al. 2013). Further, the presence of 

this literature reflects an intellectual environment wherein a substantial portion of 

demographic research using Web and social media has been published in outlets that are not 

traditionally accessed by demographic researchers (e.g., proceedings of computer science or 

social informatics conferences) and where many advances are driven by researchers not 

classically trained in formal demography.

We first provide background on features of digital traces that make them promising for 

population research, followed by a discussion of the technical, ethical, and institutional 

challenges for research with digital traces. We then review the emerging literature on digital 

demography and provide a snapshot of the state of the art. We proceed to present our 

perspective on some open research questions that the community of demographers is well 

positioned to tackle. More specifically, as an illustrative example, we discuss a new and 

promising data source that has been largely untapped by demographers—Facebook data for 

advertisers—and show how these data can be leveraged as a digital census. We conclude 

with a discussion of our article within the broader context of the discipline.

The Promises of Digital Traces

Not only are digital trace data geographically far-reaching and generated on a nearly 

continuous basis, but they also provide unique, unsolicited insight into patterns of interaction 

and self-expression. In considering the ease by which every move mediated by digital 

technology is stored, archived, and available for analysis, Latour (2007) stated, “The precise 

forces that mold our subjectivities and the precise characters that furnish our imaginations 
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are all open to inquiries by the social sciences. It is as if the inner workings of private worlds 

have been pried open because their inputs and outputs have become thoroughly traceable.”

The ability to collect large quantities of data in very short periods of time from digital 

sources has prompted interest and enthusiasm over their use across a variety of scientific 

fields. A 2016 Sage Publishing survey of 9,412 social scientists, for instance, found that 

33 % of them had engaged in Big Data research (which includes analysis of digital trace 

data) in the past year; and of those who did not, 49 % planned to do so in the near future 

(Metzler et al. 2016). At the root of this interest are the advantages that these data offer. 

Although some digital trace data (such as Facebook profile information) are difficult to 

access or inaccessible to academic researchers, some forms of digital trace data are publicly 

available for download or accessible through data-sharing agreements. Sites such as Twitter 

and Pinterest offer their application programming interfaces (APIs) to the public, making it 

possible for developers and researchers alike to stream past and/or current, up-to-the-minute 

(or even up-to-the-second) data. Data startups, such as Gnip (gnip.com; now owned by 

Twitter), help facilitate the storage and distribution of digital trace data and view social 

science researchers as an important part of their market base. Telecommunications providers 

are amenable to social research as well and often provide documented and anonymized 

digital trace data from their customers to researchers interested in analyzing these data 

(Blumenstock 2012; Blumenstock and Eagle 2010; Blumenstock et al. 2015).

Digital traces of interaction are created and can be collected in real time, allowing 

researchers to examine small fluctuations in attitudes or behaviors rather than observing the 

same group at discrete time points. The ability to represent time as “continuous, rather than 

bundled” (Ruppert et al. 2013:36) opens a wealth of new opportunities to researchers, such 

as examining real-time trends in daily activities (Golder and Macy 2014), mobility 

(Williams et al. 2015), attitudes (O’Connor et al. 2010), health behaviors (Heaivilin et al. 

2011), and migration (Zagheni and Weber 2012; Zagheni et al. 2014). Researchers may also 

examine these behaviors before, during, and after crisis events, such as natural disasters 

(Reeder et al. 2014; Sutton et al. 2014) or terrorist attacks (Starbird et al. 2014).

Aside from being high volume, easy to collect, and generated in real time, digital traces also 

provide unsolicited documentation of individuals’ opinions and interactions. A large body of 

literature has documented the difficulty of capturing attitudes and opinions related to 

controversial topics because of social desirability bias (Belli et al. 1999; Holbrook and 

Krosnick 2010; Tourangeau and Yan 2007) or selective recall (Fadnes et al. 2009). Digital 

traces can provide ready access to users’ controversial opinions and/or disclosure of 

engagement in deviant behavior, which may be easy to conceal through other forms of data 

collection (Berinksy 1999; Marwick and Boyd 2010). Moreover, digital traces provide 

documentation of movement and activity (Palmer et al. 2013), which may help researchers 

circumvent other possible sources of data error, such as recall bias. One important drawback 

is that unsolicited data also contains content from bots (e.g., software that tweets 

automatically via the Twitter API), individuals misrepresenting themselves, and other 

violations of the ideal user assumption (Lazer and Radford 2017).
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Finally, using digital trace data may allow researchers to access groups that are hard to reach 

and/or generally underrepresented by traditional survey techniques. A demographically 

diverse population of individuals uses social media sites to interact, track daily habits, and 

gather and share information on current events (Barberá 2016; Lewis et al. 2013). Recent 

data from the Pew Research Center (2018) (see Table 1) indicate that Internet usage among 

non-Hispanic blacks and Hispanics roughly parallels that of non-Hispanic whites overall, 

non-Hispanic blacks and Hispanics are actually more active on some social media sites than 

white users (Smith and Anderson 2018). These numbers show that racial/ethnic minorities 

are not only highly present on sites such as Instagram and Twitter but also proportionally 

overrepresented in some cases.

Challenges and Opportunities for Digital Research

Following the burst of initial research advocating the possibilities of using digital trace data 

to study social phenomena, a recent body of literature has emerged outlining ways in which 

these data have been misused, cautioning researchers about the unique challenges that they 

present (Adams and Brueckner 2015; boyd and Crawford 2012; Couldry and Powell 2014; 

Felt 2016; Golder and Macy 2014; González-Bailón 2013; Kitchin 2014; Lazer et al. 2014; 

Lewis 2015; Lohr 2012; Manovich 2011; Tufekci 2014; Zwitter 2014). We argue that these 

challenges are opportunities for researchers to advance the field of demography—and the 

social sciences in general—by finding ways to overcome them. We outline challenges and 

common areas of data misuse, and discuss how existing research seeks to improve 

applications of digital trace data and correct past mistakes.

First, given that traces are typically not originally collected for research purposes, the 

decision to use such data is usually somewhat opportunistic. We do not see this as inherently 

negative because it highlights the importance of theoretically grounding and motivating 

empirical findings. In a traditional survey-based framework, a researcher with a theoretically 

motivated question may first collect survey data by using a carefully crafted set of 

definitions for each item in the survey. Collecting data about a social network, for example, 

requires defining what it means for individuals to be “friends.” Collecting data about 

exercise requires bounding what types of activities constitute a workout. A study on 

unemployment would first define the amount of time between jobs required for a person to 

be considered persistently unemployed. With digital trace data, the process of 

operationalizing research concepts may occur in reverse: researchers observe all activity but 

then must map the observed data back to covariates. Both settings require the researchers to 

make decisions about definitions that do not map exactly to theoretical concepts, but only 

digital trace data allow researchers to economically revisit their choice. Gelman and Loken 

(2013:10) referred to the additional uncertainty that arises from this decision-making process 

as the “garden of forking paths.” Even with solid theoretical grounding, navigating the 

pathway from conception to operationalization to analysis and interpretation is difficult. In a 

digital context, the journey down this path may not be linear, but this challenge may also be 

interpreted as an opportunity to expand researchers’ investigative potential.

Another limitation of using digital trace data is that it is not typically representative of 

populations to which demographic researchers often seek to generalize. Some platforms 
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(such as cell phone technology) may be more pervasive than others, but not everyone uses—

and is therefore not captured by—technologies that archive digital trace data (Graham et al. 

2012). A keyword-based sample drawn from Facebook or Twitter would contain only those 

individuals with regular Internet access and who also elect to provide information on the 

topic of interest. These selection mechanisms introduce important biases into the data that 

limit the conclusions that may be drawn from them.

The issue of representativeness, however, is not a new problem, nor is it unique to digital 

traces. Bias may arise, for instance, when using standard survey procedures, such as phone-

based sampling, which represents only non-institutionalized populations (Pettit 2012). 

Moreover, as the percentage of households with a landline is decreasing in the United States, 

traditional sampling methods that rely on phone-based interviews may become increasingly 

challenging. Because of these factors, well-used data sources such as the General Social 

Survey and National Health Interview Survey, among others, are subject to issues of 

representativeness. A growing awareness of this challenge means, however, that researchers 

have begun to develop poststratification techniques that allow them to draw inference about 

populations, using nonrepresentative data. For example, recent research related to surveying 

nonrepresentative Xbox users about their intentions to vote has offered promising results 

(Wang et al. 2015). Demographers have developed approaches to correct for bias when 

ground truth is known in traditional albeit imperfect data (Alkema et al. 2012). Although the 

statistical problems are more complex for data sampled from digital platforms where ground 

truth information may not exist, this challenge is an opportunity to develop new methods.

In some research contexts, the nonrepresentativeness of the data is key for the research 

design. For example, in a number of situations, the key question is whether new forms of 

media and communication reflect existing social structures or are drivers of change. For 

instance, we may consider whether patterns of same-race connectedness within friendship 

networks seen offline are perpetuated regardless of social context using data drawn from 

social media sites (Cesare et al. 2017). Analogously, we can study the effect of online dating 

websites on homophily with respect to dating, cohabitation, and marriage. Comparing 

behavior online with observed patterns offline could help us understand the implications of 

online dating websites on patterns of assortative pairing (Rosenfeld and Thomas 2012).

Mechanisms involved in data collection processes, as well as the infrastructure and design of 

the platform of interest, also have the potential to introduce bias into digital trace data. This 

limitation, although important to acknowledge, does not prohibit quality research. Querying 

Twitter’s streaming API, for example, has historically provided users with a small sample of 

query results, not the full set of tweets containing that query.2 Additionally, researchers must 

make decisions about how to design queries to capture data from APIs, determining which 

data are included and excluded. A common query strategy for those studying social 

processes using Twitter is to sample data based on hashtags (metadata that users add to 

categorize content). Prominent, highly used hashtags—those that researchers might be aware 

of and use in their query—are generally only those that gained success for one reason or 

another in the environment, and their use may render research vulnerable to social trends 

2See https://developer.twitter.com/en/docs/tweets/filter-realtime/overview for an overview of Twitter’s public streaming APIs.
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that lie outside its focus (Tufekci 2014). Furthermore, the resulting data may not represent 

the entirety of relevant content or stakeholders. Researchers should acknowledge these 

limitations, make efforts to bound their conclusions to accommodate the data at hand, and 

strive to develop methods to model and understand biases.

In addition to the issue of representativeness, researchers have noted the difficulty of 

engaging in qualitative research using digital trace data. The large scale of digital traces 

(e.g., hundreds of millions of social media posts) prevents the use of many traditional 

qualitative methods that require human inspection of each data element. Some researchers 

have used automated analysis strategies, such as topic modeling, to better understand data 

content (Reeder et al. 2014; Zeng et al. 2016). Although convenient, these methods do raise 

concerns. For example, using automated text analysis techniques on large textual data 

provides only a partial understanding of the meaning embedded within this content. And 

although analyzing word counts or using machine learning techniques (i.e., methods in 

which algorithms are trained to recognize user traits based on patterns inferred from input 

data) to categorize text may provide a rough illustration of ideas covered within a corpus of 

data, they do not provide a deep understanding of the processes that generated them or of 

user intent. Similarly, a “like” on Facebook or a retweet on Twitter may mean significantly 

different things given the content and context of the post involved, so using these measures 

at a large scale may obfuscate some data richness (Tufekci 2014).

Barring the availability of a large team of coders, very large data sets of digital traces 

preclude a thorough qualitative analysis of their full content. However, researchers should 

not dismiss qualitative analysis as a technique for understanding their data. Although it may 

be tantalizing to use an entire corpus containing millions of tweets, it may be more helpful to 

qualitatively code a small, randomly selected subset of those millions of tweets in order to 

understand the nuance of content within this space (Andrews et al. 2016; Tufekci 2014). 

Likewise, it is important to note that the field of automated text analysis is advancing 

rapidly. Computer scientists who specialize in natural language processing (NLP) are 

making strides within a range of core challenges, such as text parsing, information 

extraction, machine translation, modeling and processing social media text, analyzing 

linguistic style, and jointly modeling language and vision.

The use of digital trace data presents ethical challenges as well. Despite the easy 

accessibility to digital trace data, their use is not always ethical (Boyd and Crawford 2012). 

Indeed, most social media users value online privacy (Madden and Rainie 2015) and usually 

do not suspect that their information will be used for research purposes (Vitak 2015). 

Although researchers may take steps to ensure the anonymity of users within their study, it is 

often easy to link fingerprint-like user metadata to specific individuals. This challenge of 

anonymity is illustrated most clearly by the Taste, Ties, and Time (T3) project, a data 

collection initiative that gathered an entire university cohort’s worth of Facebook profile data 

but was disrupted when those assessing the research were able to identify individual students 

(Zimmer 2010). Privacy and protection in data use, however, extend beyond the individual. 

Designating ethical standards for data use also includes ensuring that vulnerable groups are 

protected from identification and possible discrimination using digital trace data (Taylor et 

al. 2017).
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Ethical management of digital trace data is complicated by a varying landscape of data 

ownership. For example, Facebook electively shares user data with approved third-party 

partners from domains including advertising, law enforcement and academia.3 Twitter, on 

the other hand, makes clear that users are responsible for their public information and that 

these data are accessible to anyone via Twitter’s API.4 The premise of withholding data may 

be to protect the privacy of the individuals who produce it, but such nondisclosure also 

inhibits exploration from the scientific community. Project OPAL5 (Open Algorithms) is an 

excellent example of an initiative designed to balance the need for individual privacy with 

the provision of scientific opportunity. This project seeks to provide access to transparent 

algorithms and secure, fully anonymized, formatted data that, given their size and nature, 

may leave users vulnerable to breaches of privacy but that could benefit researchers and 

policymakers because of the content. The suite of tools developed by OPAL will be 

replicated by other organizations.

Beyond privacy and protection, the use of digital trace data invites novel concerns regarding 

procedural standards for ethical human subjects research. Standards such as informed 

consent may be impossible to implement when managing sets of participants that range in 

the tens of thousands or millions. Likewise, given recent evolution in how individuals view 

and understand digital privacy, it may be difficult to assess the risks and benefits of research 

that uses these novel data sources until after the research is conducted or published. The 

National Research Council has proposed modifying the definition of human subjects 

research to “a systematic investigation designed to develop or contribute to generalizable 

knowledge by obtaining data about a living individual directly through interaction or 

intervention, or by obtaining identifiable private information about an individual” (NRC 

2014:40; recommendation 2.1). However, rules regarding informed consent do not apply to 

data that are anonymized or collected via a third party and may not change the ethical 

management of many Big Data sources (Lazer and Radford 2017). Researchers who use 

digital trace data for social research and are well trained in the ethics of human subjects 

research must be aware of these challenges and actively contribute to discussions regarding 

their ethical use.

Finally, collecting, storing, and managing digital trace data sets can present formidable 

barriers for many demographers. In particular, using such data in research activities requires 

technical skills not currently offered as part of most graduate training in the social sciences. 

As mentioned previously, representativeness and sampling pose significant challenges for 

researchers interested in using these data, and these biases limit the applicability of popular 

probabilistic statistical techniques to these data. Although we believe that these skills can be 

incorporated into existing pedagogy, they are often learned as a result of isolated 

researchers’ initiatives to obtain skills through self-directed study. Many institutions, 

however, are taking steps to promote interaction between demographers and computer 

scientists as well as to promote awareness of modern data science techniques for 

reproducible research. One example of this effort is the International Union for the Scientific 

3See Facebook’s Data Policy: https://www.facebook.com/policy.php.
4See Twitter’s Privacy Policy for more information: https://twitter.com/en/privacy.
5See https://www.opalproject.org/about-opal for more information.
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Study of Population (IUSSP) scientific panel “Big Data and Population Processes,” which 

currently offers training workshops at population and social media/informatics conferences.6

Overall, it is critical that social and demographic researchers engage in dialog regarding the 

proper use and application of digital trace data. A survey of more than 9,000 social scientists 

conducted by Sage Publishing found that the majority of scientists (81 %) believe that 

finding collaborators whose skills and interests complement their own is the greatest barrier 

toward completing digital data research (Metzler et al. 2016). Resources must be available to 

ensure researchers are (1) adept at programing and computational methods, (2) willing to be 

transparent about their methods in order to ensure reproducibility, and (3) able to work and 

communicate within an interdisciplinary setting. Some universities have created 

environments that welcome social scientists interested in enhancing their understanding of 

computational methods. The eScience Institute at the University of Washington and the 

Matrix at the University of California–Berkeley are examples of innovative centers designed 

to foster social science collaboration and promote innovative approaches to analyzing social 

data. Centers like these play a critical role in researchers’ collective ability to overcome the 

methodological and ethical challenges that the use of digital trace data presents.

Digital Traces in Demographic Research: Existing Work and Areas of 

Development

Interest in the use of digital trace data among demographers is growing, as evidenced by 

multiple sessions in recent Population Association of America (PAA) meetings 

(Blumenstock and Toomet 2014; Cesare et al. 2015; Kashyap et al. 2017; Massey 2016; 

Mateos and Durand 2014; Reeder et al. 2014; Rosello and Filgueira 2016; Williams et al. 

2015; Zagheni et al. 2017); recent publications (Blumenstock 2012; Blumenstock and Eagle 

2012; Malik and Pfeffer 2016; Mendieta et al. 2016; Palmer et al. 2013; Stevenson 2014; 

Willekens et al. 2016; Zagheni and Weber 2012; Zagheni et al. 2014); and special issues of 

relevant social science journals, such as Social Science Research. Big Data research appears 

within the journal Demography as well, as illustrated by Barry’s (2006) analysis of 

interracial friendship using wedding photos posted online and Palmer et al.’s (2013) work on 

spatial mobility with data collected via a smartphone app. Although work such as Barry’s 

(2006) stands out in its innovation and novelty, little research has directly built on this 

contribution. Overall, the technical capacity to use digital traces for population studies 

among demographers lags years behind similar work in other fields, such as computer 

science. Relatedly, relevant demographic research has often appeared in outlets that are not 

traditional demographic journals, such as conference proceedings in the area of social 

informatics. In this section, we briefly review the emerging literature on digital demography 

and provide a snapshot of the state of the art.

Fertility, Mortality, and Migration

Researchers have begun to use digital trace data to examine topics traditionally discussed 

within the context of demography—such as fertility, mortality, and migration—in new ways. 

6See http://iussp.org/en/panel/big-data-and-population-processes for more information on IUSSP workshop events.
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In regard to fertility, existing work has found that search data provide a reliable and accurate 

means of monitoring the fertility patterns of hard-to-reach populations. Reis and Brownstein 

(2010), for example, compared the volume of abortion-related searches in a particular area 

and the number of restrictions imposed upon abortions in the area. They found an inverse 

relationship between these measures, suggesting that those who live in areas where abortion 

is prohibited turn to the Internet to find out how to access these services elsewhere. These 

data would likely not be captured in traditionally collected data regarding abortion rates in a 

given area. Similarly, Billari et al. (2013) found that adjusted measures of Google search 

data (based on queries such as ovulation or pregnancy) can be used to make short-term 

predictions about national fertility trends. Ojala et al. (2017) combined data from Google 

Correlate/Google Trends and the American Community Survey (ACS) to study 

socioeconomic differences on the circumstances surrounding pregnancy and birth. Studies of 

fertility using digital traces need not limit themselves to search data, however. Blogs and 

microblogs such as Twitter provide unsolicited information about maternal and reproductive 

health as well (De Choudhury et al. 2013a, 2013b).

Some studies of mortality have leveraged digital traces. Tomlinson et al. (2009) suggested 

that sending short surveys via mobile devices may be an effective means of tracking health 

behaviors and instances of mortality among difficult to reach—often rural—populations. 

Tamgno et al. (2013) showed that cell phones may be used as a tool for conducting verbal 

autopsies and understanding mortality conditions in hard-to-reach populations. Similar to 

studies of fertility, analyses of this sort need not be limited to one data source. Details 

related to health and mortality can potentially be explored via other sources, such as search 

queries, social media data (from sites such as Twitter, Tumblr, or Facebook) (Eichstaedt et 

al. 2015), or other forms of archived digital data (Tourassi et al. 2016).

Digital traces have been used extensively to examine migration as well. Blumenstock (2012) 

used mobile phone data to track within-country migration in rural Rwanda as a means of 

improving the reach and application of social programs in that country. Similarly, Deville et 

al. (2014) proposed methods of calibrating cell phone data that produced information on 

intra- and international mobility patterns that is as detailed or more detailed than 

traditionally collected survey data. Taking a different approach, Palmer et al. (2013) used 

cell phone surveys to study micro-interactions and examine social processes within activity 

spaces rather than residential census units. Although cell phone data are valuable for studies 

of migration, other geotagged digital traces may also be used to examine human mobility: 

georeferenced Yahoo! e-mail data to estimate profiles of international migration by age and 

sex (Zagheni and Weber 2012), geolocated Twitter tweets for the study of short-term 

migrations in OECD countries (Zagheni et al. 2014), LinkedIn information about 

professional histories to evaluate trends in international migrations of professionals (State et 

al. 2014), and networks of Skype calls to track international migrations (Kikas et al. 2015).

Augmenting Traditional Survey Data With Digital Trace Data

Some researchers have advocated that combining digital trace data with systematically 

collected survey data can add much-needed dimensionality to data-rich but variable-poor 

digital traces. Snijders et al. (2012), for example, proposed combining digital traces with 
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survey information drawn from individuals within the sample and/or general information 

about the platform from which the data were collected in order to better understand the 

micro-level social processes that produced the data collected. Lazer et al. (2014) found that 

combining Google flu trends data and Centers for Disease Control (CDC) data would 

produce more accurate flu predictions than either source alone. De Choudhury et al. (2013a, 

2013b) and De Choudury et al. (2016) combined digital data with other data sources to 

predict depression and food insecurity, respectively. Blumenstock and Eagle (2012) 

combined call record data with household survey data to examine disparities in mobile 

phone access and usage.

Additionally, combining survey data with social media data can then be used to validate 

coding methods when no surveys are available. For example, Cesare et al. (2015) used 

survey data containing self-reported demographic information linked to Twitter data to 

examine trends in self-presentation. Similarly, Moreno et al. (2012) correlated photo 

displays and reports of drinking behavior on Facebook with self-reported alcohol 

consumption indicators from a linked survey. We believe that this approach of augmenting 

digital traces with other, more traditional sources of data is a promising direction. However, 

we also emphasize the importance of being aware of methodological issues that may arise in 

matching the units of analysis between the data sources used.

Adding Demographic Dimensions to Digital Trace Data

Researchers can aggregate and disaggregate information embedded within digital traces in 

unique and interesting ways. Profile photos contained within big data sets, for example, 

often contain demographic information generally not reported on individuals’ profiles, such 

as the age, race, and gender of a user. Existing work has found that crowd-sourced human 

intelligence can be used to accurately and reliably extract valuable information from these 

photos (McCormick et al. 2015). Similarly, Zagheni et al. (2014) used facial recognition 

software to add demographic information to Twitter data as a means of tracking 

demographic trends in international and internal migration. Others have combined metadata 

containing users’ first and/or last names with other data sources such as the U.S. Census to 

estimate users’ demographic characteristics (e.g., Mislove et al. 2011).

Accounting for Bias

A number of scholars have been developing methods to account for the bias created by the 

use of nonrepresentative samples when baseline population data are both known and 

unknown. In regard to the former, Zagheni and Weber (2012) used e-mail data to measure 

rates of international migration. To work with these nonrepresentative data, they developed a 

method of scaling their estimates to account for bias introduced by variability in Internet 

penetration rates across space and demographic groups. In the context of nonrepresentative 

polls, Wang et al. (2015) used multilevel regression and poststratification based on 

respondents’ demographic characteristics to predict election outcomes, using Xbox as their 

survey tool. Their predictions were extremely similar to results from nationally 

representative data both nationwide and state by state, thus illustrating that data drawn from 

convenience samples—such as sources of digital data—can provide valuable information in 

a quicker and more cost-effective way than traditional survey methods. Developing methods 
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for drawing conclusions from abundant and unsolicited yet unrepresentative digital trace 

sources, however, is an area with significant room for methodological innovations from 

social scientists and statistical demographers.

Beyond the opportunity for methodological contributions, researchers can directly address 

the limitations of digital trace data by appropriately bounding the conclusions drawn from 

them. When analyzing data from a particular social media site, for instance, a researcher 

should specify that conclusions may be context-dependent and in some way connected to the 

characteristics of the platform used. However, sampling from one context is not a challenge 

unique to the use of digital trace data. Social scientists have gained extensive insight on the 

role of neighborhoods for multiple behavioral and social outcomes using data from only a 

few cities, such as Chicago (Park and Burgess 1925; Shaw and McKay 1942). These cities 

are not representative of the entire United States, but the authors noted that the behaviors and 

attitudes of these individuals can provide insights on the behaviors and attitudes of other 

individuals in similar contexts across the country.

“Digital Census”: Facebook Ads Manager Data as a Case Study

In this section, we present an illustrative example of the use of digital trace data by 

examining Facebook data for advertisers. We discuss how existing work has used these data, 

address the characteristics of methods needed to extract meaningful information from digital 

traces such as these, and share an example of demographic analysis that leverages digital 

trace data. Although some forms of digital data, such as Facebook advertisement data, are 

new in terms of format and content, most of their associated challenges are similar to those 

of data sources that demographers have analyzed in the past.

The Facebook Ads Manager7 enables advertisers to select detailed demographic 

characteristics of the users to whom the ads should be shown. Before the ad is launched and 

the advertiser is billed, Facebook offers an estimate of the selected audience size. This 

information is (as of this writing) free and can be accessed in a programmatic way via the 

Facebook API.8 Such a cost estimate is useful for advertisers when planning ad campaigns 

and developing an appropriate budget, or when deciding whether to narrow or broaden a 

target audience. Given that online advertisers are primarily interested in understanding the 

characteristics of their user base, the same information is also useful for researchers who can 

access what is essentially a digital census of more than 2 billion Facebook users and freely 

obtain aggregate-level measures of demographic characteristics as well as topical interests.

Facebook’s Ads Manager provides population estimates from large nonrepresentative 

samples, but bias analysis in the estimation of demographic quantities is at the core of the 

discipline of demography. Many models and techniques have been developed to address 

issues that range from measurement error to stochasticity, undercounting, and various 

dimensions of data imperfection. Estimating and correcting for bias in Facebook data is a 

crucial step toward extracting information from these data. Zagheni et al. (2017) used data 

7Find more at http://www.facebook.com/business/.
8See https://developers.facebook.com/docs/marketing-api/audiences-api.
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from Facebook Ads Manager to estimate stocks of migrants in the United States and to 

understand biases in the population of Facebook users. For each combination of age, sex, 

country of origin, and U.S. state of destination, they examined the difference between the 

fraction of foreign-born individuals estimated by the ACS and the respective quantity for 

Facebook users. The discrepancy between the two estimates (i.e., the bias) was then modeled 

using a linear regression framework to evaluate the extent to which patterns emerged. For 

example, using a model in which the bias was regressed against a series of indicator 

variables for different demographic groups, countries of origin, and U.S. states of 

destination, Zagheni et al. (2017) found important regularities in profiles of migrants by age 

and sex across U.S. states of destination or countries of origin. The authors then leveraged 

these regularities to improve predictions. Their approach relied on combining traditional 

data sources (e.g., the ACS) and new emerging ones (e.g., Facebook data for advertisers) to 

generate timely and geographically granular estimates in developed countries. In the context 

of developing countries, sparse data could be triangulated to potentially improve estimates of 

demographic rates.

Although bias adjustment in the context of social media data analysis is relatively new, 

approaches for evaluating and correcting biases have been used by demographers in 

nonsocial media contexts. For example, Alkema et al. (2012) used a regression model with 

indicator variables for data quality to estimate trends in total fertility rates using imperfect 

data from West Africa. Ševčíková et al. (2007) proposed a statistical model to evaluate and 

correct for biases in simulation outcomes. Similar approaches could be repurposed in the 

context of demographic estimation with social media data. We believe that there is room for 

the development of appropriate Bayesian models that allow researchers to combine a 

number of sources of information within a solid statistical framework while also borrowing 

strength across groups with similar features and leveraging the overall structure of the data, 

which is often hierarchical.

Facebook Ads Manager can also be used to survey hard-to-reach populations or groups for 

which there is not a register or clear sampling frame. Pötzschke and Braun (2016), for 

instance, used Facebook ads to sample Polish migrants in Austria, Ireland, Switzerland, and 

the United Kingdom. Facebook users who matched specific criteria were targeted with 

Facebook ads that invited them to participate in a survey. With a sample of more than 1,100 

individuals who completed an extensive questionnaire, they showed that their approach was 

cost-effective and efficient. More generally, this is an example of a survey that uses 

nonrepresentative samples and requires poststratification techniques in order to weight the 

respondents and make statistical inferences about the underlying population. This is an area 

of active research where demographers and social scientists can make important 

contributions (see, e.g., Wang et al. 2015). Moreover, this research presents a challenge for 

which there is precedent given that it is related to issues that traditional phone-based surveys 

currently face: decreasing response rates that are nonrandom, and increasing numbers of 

households without landlines and are thus excluded from the samples.

A tool like Facebook Ads Manager can be used to design experimental setups in order to 

gain insights into the processes that drive population health. For example, Araújo et al. 

(2017) tracked the size of audiences in Facebook with interests that could be markers of 
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tobacco use, obesity, or diabetes. Although their results were negative—meaning that they 

found that differences in interest audiences were only weakly indicative of the 

corresponding prevalence rates—they developed an analysis approach that can be used in 

other contexts. More specifically, they compared differences in a specific set of interests 

related to health, with differences in other placebo interests unrelated to health. The premise 

of creating a baseline was to control for the amount of time and number of searches people 

generally conduct on Facebook. In other words, Araújo et al. (2017) used a form of 

normalization for behavioral features of Facebook users. Developing tools to standardize 

compositional changes in the population of Facebook users is another area where 

demographers can develop methodological advances.

For a concrete example of how traditional demographic methods may be applied to digital 

trace data, consider the following illustrative case. Say that a researcher is interested in 

determining whether differences in the educational attainment of Facebook and LinkedIn 

users is driven by the age composition or the degree rate schedules of each site. If LinkedIn 

users appear to be more highly educated than Facebook users, how much of that difference 

is attributable to LinkedIn users falling into a different age range than Facebook users versus 

to true educational differences between LinkedIn and Facebook users? If each site is 

considered a population, then a simple age decomposition analysis provides the answer.

To illustrate, we used Facebook Ads Manager and LinkedIn Campaign Manager9 to obtain 

age-specific population estimates for each site (see Table 2). Facebook allows advertisers to 

specify the type of campaign they wish to design (e.g., designed to increase store visits, 

video views, or clicks). Given our aim of selecting as broad an audience as possible within 

our criteria, we opted for a “reach” campaign, an awareness-based campaign designed for 

audience breadth. We then requested population estimates for users located within the 

United States within specific age ranges as well as subsets of these groups that Facebook 

identifies as college graduates. We conducted a similar selection process on LinkedIn, but 

because LinkedIn provides more detailed educational information than Facebook, we 

selected users who have any one of a variety of undergraduate degrees (e.g., BA, BS, BFA). 

Using the estimates obtained, we generated a crude educational attainment rate for both 

sites: 0.33 for Facebook and 0.61 for LinkedIn. We then used the educational rate schedules 

for each age group and the proportion of users who fall within each age group as input for an 

age decomposition analysis, which we based on methods outlined by Preston et al. (2001).10 

Results indicate that the difference in educational attainment across these sites is mostly 

attributable to their differences in educational rate schedules (~98.9 %) and only partially to 

age composition of users (~1.1 %).

Although most digital traces are forms of imperfect data, ignoring them would be a missed 

opportunity for demographers (Billari and Zagheni 2017). We expect that these data will 

become routinely used in research. As demographers understand the problems and 

opportunities connected with these data, the use of digital traces in demographic research 

will become common practice.

9See https://www.linkedin.com/ad/accounts.
10See Preston et al. (2001:28–30) for details on conducting an age decomposition analysis.
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Discussion

Demographers have always been data scientists and have a history of using innovative and 

creative techniques to work with challenging data. John Graunt, largely considered the father 

of demography, produced the very first life tables in the seventeenth century by leveraging 

data collected for marketing purposes to estimate the age distribution of potential customers 

in London. Today, new types of repurposed digital traces provide opportunities for advances 

in the field. In this article, we review the state of the art uses of digital trace data in 

demography and highlight what we believe are the current challenges and opportunities 

within this research arena.

Digital traces have captured the attention of social scientists and demographers for many 

reasons. In a global context of civil registration systems where an estimated two-thirds of all 

annual deaths and almost one-half of the world’s children are not registered, digital traces 

offer some hope that alternative data could complement existing ones to provide important 

estimates about fundamental demographic processes, such as fertility, mortality, and 

migration. These hopes are sustained by the observation that certain types of technology, 

such as mobile phones, are ubiquitous even in developing countries. Analogously, Internet 

penetration rates are likely to increase at a faster pace than the development of mature civil 

registration systems. Because demographers have traditionally dealt with imperfect data in 

the context of developing countries, they are well suited to lead advances in the development 

of methods to leverage digital trace data. The work of Brass (1976) related to indirect 

estimation in Africa is a testament to past achievements as well as a source of inspiration for 

future developments in a new data landscape.

Our objective in this commentary is to highlight the importance of digital traces within 

social science and demographic research, summarize common critiques offered against the 

use of these data, address which of these critiques are most salient to those interested in 

using digital trace data for demographic research, and discuss how researchers might 

overcome the challenges raised within these critiques. The use of digital trace data for social 

science and demographic research has incredible potential, and many points raised against 

these data sources are not insurmountable challenges but are instead opportunities to 

advance these fields methodologically.

We believe that graduate and postdoctoral training and interdisciplinary collaboration is key 

to increasing the accessibility of digital trace data to demographic researchers. As González-

Bailón (2013:158) suggested, “ … social scientists can no longer do research on their own: 

the scale of the data that we can now analyze, and the methods required to analyze them, can 

only be developed by pooling expertise with colleagues from other disciplines.” Using 

digital traces requires a strong and varied set of technical and computational skills, but these 

skills alone cannot effectively leverage these data for demographic research. A true 

collaborative effort requires the input of researchers who can develop creative and effective 

ways of using digital trace data to answer relevant and interesting social science questions.

Digital trace data have the potential to answer long-standing questions in new and innovative 

ways. For instance, because social data are traditionally gathered using surveys, we do not 
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have a clear understanding of the speed at which behaviors and attitudes change or the sorts 

of social factors that influence this change. With sources of digital traces such as social 

media sites, however, we are able to not only document ties between individuals but also 

examine how these patterns of ties change on a minute-by-minute basis. Indeed, the real-

time generation of digital traces has been used already to examine time-sensitive trends, 

such as how moods change over time (Golder and Macy 2011) or reactions to crisis events 

(Andrews et al. 2016; Starbird et al. 2016), and there are opportunities to use the capacity of 

these data to examine how networks change over time. Leveraging digital traces as a tool for 

examining how patterns of connectedness evolve and developing ways of extracting 

information about the users within these associative networks has the potential to expand 

opportunities for demographic research in relevant and innovative ways.

It may be said that the structure and size of digital trace data—as well as the manner in 

which they are generated—has changed the relationship between theory and data in regard 

to how they drive scientific discovery. Typically, demographic research follows a strict two-

stage process: (1) a discovery stage, which uncovers unique patterns within population data; 

and (2) an explanation stage, which hypothesizes and tests how behavior creates the 

population patterns observed in the second (Billari and Zagheni 2017). The introduction of 

new data sources, however, has the potential to disrupt the interaction of these stages. Digital 

trace data are decentralized and produced in real time, which means that researchers with 

very different backgrounds and training can access them. They are also logistically difficult 

to manage and analyze and are subject to biases reflective of the users and platforms 

generating them. Managing these unique traits invites a dialog between those who are 

generating and testing hypotheses about patterns observed (something similar to the 

explanation stage) and those with the skills to analyze and illustrate patterns in the data 

(something similar to the discovery stage). This largely parallels broader patterns in the field 

of data science described by Blei and Smyth (2017), in which more theoretically motivated 

statistical approaches to data analysis and data-driven computational approaches now 

complement one another. As a result of the availability of digital data, the pipeline of 

acquiring, processing, visualizing, and analyzing data is less linear and requires greater 

human discretion than before (Blei and Smyth 2017)

Demography as a field clearly stands to benefit from the use of digital trace data. What is 

less obvious is that demographers could make contributions that go beyond the boundaries 

of their discipline. It may be said that the users of digital tools form populations. New social 

media users are “born” when they sign up for a service, and they “die” when they stop using 

it. By adopting this conceptualization, standard demographic tools can be adapted and 

standardized to gain insights into populations of digital spaces that are of interest to 

disciplines such as media studies or communication. For example, multistate life tables 

could be built to quantify dynamics of survival within a platform. Similarly, the growth rate 

of the user base of a specific service could be estimated from a sample of users for whom we 

know the “age,” expressed in years since the date they signed up for the service (e.g., for 

work on estimating population growth from the U.S. Census, see Keyfitz and Caswell 2005). 

Feehan and Cobb (2017) illustrated this possibility by taking a census of Internet users and 

by surveying Facebook users about which of their friends are also online. Overall, many 
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classic demographic tools could be applied to understand populations of digital objects, with 

influences on fields beyond demography.

Conclusion

Most demographers are interdisciplinary by design: they have one foot in the area of 

demographic methods and one foot in a different but related discipline such as sociology, 

economics, geography, statistics, public health, public policy, anthropology, and others. 

Historically, the field of demography has been invigorated by exchange and collaboration 

with many other disciplines. Demographers have drawn ideas from, and made substantive 

contributions to, a number of academic fields. However, the relationship between 

demographers and data scientists has not fully developed yet. We believe that the data 

science revolution is opening new doors for mutually rewarding collaborations among 

demographers, computer scientists, and researchers broadly involved in the area of social 

informatics.

This commentary is a response to the growing use of digital traces, particularly social media 

data and cell phone data, in demography as well as work providing critiques of these 

applications. Our intent is to interpret how the field might evolve to accommodate the use of 

these data. We argue that demographers are well positioned to address the main challenges 

presented by digital trace data and to seize important methodological opportunities that these 

challenges open. For one, in a data-driven world, demographers possess the skills needed to 

develop methods to extract useful information from large but often noisy, messy, and 

nonrepresentative data. Additionally, demographers can draw on an arsenal of classic 

demographic methods to study digital traces that represent subsets of populations. In sum, 

we argue that demographers, who have been relatively slow to contribute to the study of 

digital trace data, could become primary innovators in this area.
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Table 1

Social media use by racial/ethnic category (from Smith and Anderson 2018)

Race

Use
Internet

(%)
a Facebook

(%)
Twitter
(%)

Instagram
(%)

YouTube
(%)

WhatsApp
(%)

Non-Hispanic White 89 67 24 32 71 14

Non-Hispanic Black 87 70 26 43 76 21

Hispanic 88 73 20 38 78 49

a
Internet penetration rates are from Pew Research Center (2018).
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Table 2

Age and educational attainment within Facebook and LinkedIn: U.S. data only

Website
Age
Interval

Total
Population

Population With a
College Degree

Degree
Rate

Proportion of Users
in Age Interval

LinkedIn 18–24 9,200,000 6,400,000 .696 .190

LinkedIn 25–34 16,000,000 9,600,000 .600 .330

LinkedIn 34–54 16,000,000 9,800,000 .613 .330

LinkedIn 55+ 7,300,000 3,900,000 .534 .151

Facebook 18–24 39,000,000 8,600,000 .221 .171

Facebook 25–34 60,000,000 23,000,000 .383 .263

Facebook 34–54 81,000,000 28,000,000 .346 .355

Facebook 55+ 48,000,000 16,000,000 .333 .211

Notes: Contribution of age compositional differences = –0.0032. Contribution of rate schedule differences = –0.2776. Proportion of total 
contribution attributable to difference in age composition = 0.0113. Proportion of total contribution attributable to differences in rate schedules = 
0.9887.
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