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Abstract
Children with Fragile X syndrome (FXS) have deficits of attention and arousal. To begin to identify the neural causes of these
deficits, we examined juvenile rats lacking the Fragile X mental retardation protein (FMR-KO) for disruption of cortical activity
related to attention and arousal. Specifically, we examined the switching of visual cortex between activated and inactivated
states that normally occurs during movement and quiet rest, respectively. In both wild-type and FMR-KO rats, during the third
and fourth postnatal weeks cortical activity during periods of movement was dominated by an activated state with prominent
18–52 Hz activity. However, during quiet rest, when activity inwild-type rats became dominated by the inactivated state (3–9 Hz
activity), FMR-KO rat cortex abnormally remained activated, resulting in increased high-frequency and reduced low-frequency
power during rest. Firing rate correlations revealed reduced synchronization in FMR-KO rats, particularly between fast-spiking
interneurons, that developmentally precede cortical state defects. Together our data suggest that disrupted inhibitory
connectivity impairs the ability of visual cortex to regulate exit from the activated state in a behaviorally appropriate manner,
potentially contributing to disrupted attention and sensory processing observed in childrenwith FXS bymaking itmore difficult
to decrease cortical drive by unattended stimuli.
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Introduction
Loss of function mutations in FMR1 leading to loss of the FMR
protein (FMRP) are the primary cause of the cognitive, physical,
and behavioral impairments characteristic of Fragile X syndrome
(FXS) (Jacquemont et al. 2007). As a translation repressor, FMRP
regulates over 800 gene products in the developing mouse brain
(Darnell and Klann 2013). Determining the paths leading from
this primary disruption of translation to the onset of neurological
symptoms is critical for treatment development. Because FMRP is
expressed embryonically, the complexity of this relationship is
likely to increase over time as secondary alterations in transla-
tion and circuits occur. Developmental approaches are thus im-
portant to understand the initiation and progression of disease,

its convergence with other neurodevelopmental disorders such
as autism spectrum disorders (ASD), and eventually target thera-
peutic interventions to the age at which they are likely to bemost
effective, even if presymptomatic (Meredith et al. 2012). Key to
this task is identifying the alterations in behaviorally relevant
neural activity in developing animal models of FXS that are com-
parable with the human disease (Wijetunge et al. 2013).

Abnormal attention is a core deficit in children with FXS, and
an inability to modulate arousal has been proposed as a key
mechanistic defect underlying the attention phenotype of FXS
patients (Cornish et al. 2004). A few key studies show arousal
and attention deficits in Fmr1 mutant mice (Moon et al. 2006,
2008; Krueger et al. 2011; Kramvis et al. 2013). However, tests
that more directly assay the cortical processing involved in
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attention and arousal and that have obvious homology to hu-
mans are needed to understand how reduced FMRP levels influ-
ence behavior. Examining the spontaneous modulations of the
electroencephalogram (EEG) in the absence of a specific task
(rest) is a promising possibility, as FXS children show an increase
in activity frequencies related to attention and arousal when at
rest (Van der Molen and Van der Molen 2013).

Awealth of recent studies have revealedmodulations of spon-
taneous activity in wild-type mouse sensory cortex related to
their level of arousal and active sensing (McCormick et al. 2014).
These are similar to modulations observed in primates as they
shift attention between spatial locales (Fries et al. 2001), and
thus are likely cellular and networkmodels of this process (Harris
and Thiele 2011). During arousal and active sensing, for example
when whisking (somatosensory cortex) (Poulet and Petersen
2008) or moving (visual cortex) (Niell and Stryker 2010; Polack
et al. 2013), the relevant primary sensory cortex enters an “acti-
vated” (also called desynchronized) state in which balanced exci-
tatory and inhibitory activity stably depolarizes neurons (Poulet
and Petersen 2008; Haider and McCormick 2009; Polack et al.
2013). As a result, low-frequency power is reduced in the local
EEG signal. In visual cortex, the activated state increases signal
to noise (Niell and Stryker 2010; Reimer et al. 2014; Vinck et al.
2015), presumed to be beneficial for attending to appropriate
stimuli. As active sensing and arousal wane, the cortex enters
an inactivated (synchronized) state in which synchronized hy-
perpolarizations of membrane potential lead to large, slow fluc-
tuations in the population firing rate and EEG signal. Cortical
networks are hyperexcitable in the absence of FMRP (Contractor
et al. 2015), but observed changes in spontaneous activity have so
far been limited to synchronized states (Hays et al. 2011; Gon-
calves et al. 2013), making it unclear how circuit hyperexcitability
in FXS contributes to attention deficits in FXS.

Here, we address this question in the visual cortex of develop-
ing infant and juvenile Fmr1 mutant rats (FMR-KO) allowed to
cycle freely between quiet waking and moving. We chose to
examine the early visual cortex for multiple reasons. Defects in
visual attention are among the earliest to appear in FXS (Scerif
et al. 2004; Roberts et al. 2012) as well as ASD (Zwaigenbaum
et al. 2005). Examination of visual cortex allows internal changes
resulting from state modulation to be separated from changes
due to sensory input, which is difficult in somatosensory cortex.
Using multielectrode array recordings of depth EEG (dEEG), as
well as single-unit activity and multiunit activity (MUA), allows
characterization of cortical activity translatable to human EEG,
while examining the neuronal basis of these behaviors. Further-
more, the size and robustness of the young rat and the fact that it
is born at an earlier developmental stage than the human, offers
an advantage in developmental studies. Our extensive earlier
work has characterized in detail the development of activity in
rat visual cortex in vivo, and identified similar changes in the
EEG of human infants born preterm (Colonnese and Khazipov
2012). This work identified eye-opening in rats as the equivalent
stage to human birth for visual cortex. It was not until the recent
creation of FMR-KO rats that this detailed normal timeline could
be applied to models of neuro-developmental disorders.

FMR-KO rats recapitulate spine density and synaptic plasticity
defects observed in some mouse models, are deficient in hippo-
campal forms of associative recognitionmemory (Till et al. 2015),
and display novel social interaction phenotypes (Hamilton et al.
2014). Here, we show a normal timeline for development of
several important milestones in cortical maturation, including
development of continuous spontaneous activity (Colonnese
et al. 2010). We do identify critically deficient regulation of

cortical states that appears during the developmental period
prior to the observation of FXS symptoms in humans and may
link hyperexcitability of cortical circuits to behavior deficits of at-
tention and arousal.

Materials and Methods
Animals

All experiments were conducted with approval from The George
Washington University School of Medicine and Health Sciences
Institutional Animal Care andUse Committee, and in accordance
with the Guide for the Care and Use of Laboratory Animals (8th Edi-
tion, National Academies Press). Sprague-Dawley FMR-KO rats
were acquired from SAGE Labs (St Louis MO). Experiments were
conducted in 2 separate series. In the 1st series FMR−/− and
FMR y/− pups were either shipped at P4 directly from Sage Labs
or bred in the local animal facility. Sprague-Dawley rats acquired
from Hilltop Lab Animals (Scottdale, PA, USA) in a similar man-
ner were used as wild-type. Both female and male animals
were used. A broad range of ages was used in this series as part
of a discovery phase to determine age ranges of phenotype ef-
fects. In the second series, male mutant and wild-type litter-
mates were obtained by crossing FMR+/− females with wild-type
males from Hilltop Labs. Animals were identified and sexed by
genotyping for the presence of the mutant or wild-type gene
and presence of the Y chromosome (Transnetyx, Cordova, TN,
USA). For the second series, the experiments and analysis were
performed blind to genotype on both a wild-type and an FMR-
KO littermate on the same or subsequent day. Ages of these ani-
mals were restricted to particular ages of interest, P5–6, P9–11,
and P19–24 based on the first series. The mean age for second-
series juveniles was 22.4 ± 2.1 standard deviation (SD) for WT
and 21.6 ± 2.0 SD for FMR-KO. Analyses of juvenile animals are re-
ported exclusively for the second series of animals, except for the
developmental analysis (Fig. 2E) which combines groups. For in-
fants (<P12), the 2 groups were analyzed separately, determined
to have means that were not significantly different, and com-
bined for the final analysis. For movement analysis (Fig. 1), only
animals with no movement artifacts in the dEEG were used.

Surgery and Recordings

Recordingmethodology hasbeendescribed previously (Colonnese
et al. 2010; Colonnese 2014). For installation of the head-fixation
apparatus, animalswere given subcutaneous carprofen injections
(5 mg/kg weight) and anesthetized at 2–3% isoflurane. Adequate
depth of anesthesia was verified by toe pinch and breathing rate.
Resection of the scalp was made using aseptic technique, the
skull was cleaned of connective tissue, and electrode locations
were marked on the skull. A head-fixation bar and vertical frontal
mounting pole were attached to the skull with dental cement,
leaving the recording window free of cement.

For recording, under isoflurane anesthesia, the animal was
placed in a modified stereotaxic apparatus that attached to the
headgear. Body restraint was provided by soft sterile cloth-lined
tube. Body temperature (measured under the abdomen) was
maintained between 32 and 36°C via an electric heating pad
placed under the tube. Monocular visual cortex was targeted
with the following coordinates: 0–0.5 mm anterior from lambda
and 2.5 (P4–5), 2.8 (P9–11), or 3.0–3.5 (P13+) lateral. An Ag/AgCl
wire was placed over right frontal cortex (∼1 mm anterior and
3 mm lateral to bregma) as ground. The skull over frontal pole
(for ground insertion) and over visual cortex was thinned until
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transparent. The final layer of bone was chipped until producing
a craniotomy 100–200 µm diameter. In older animals the dura
was resected. A stainless steel wire (100 µmdiameter) was placed
in the facialmuscle for electromyography (EMG), and a piezoelec-
tric motion detector was placed under the animal to monitor
body motion.

Neural activity was recorded using Neuronexus (Ann Arbor,
MI, USA) 32-channel probes, positioned radially to the cortical
layers using amicromanipulator. Either a “Poly2” design of 2 par-
allel rows of 16 sites, separated by 50 µm, which allowed for sim-
ultaneous recording of layers 2–5 for dEEG as well as tetrode-
based spike-sorting, or a linear array with 50-µm separation,
which allowed for more precise identification of the input layer
was used. Spectral analysis of resting-state activity P16–30 com-
bined recordings from Poly2 and linear arrays, as the mean spec-
tral distributions for these probes did not differ. All electrodes
were coated in DiI (Sigma, St Louis, MO, USA) to allow postexperi-
ment penetration localization.

Electrical signals were collected using Neuralynx (Bozeman,
MT, USA) Digital Lynx S hardware with Cheetah (v5.5) software.
dEEG signals were band-pass filtered between 0.1 Hz to 9 kHz,
and digitized at 32 kHz. All recordingswere referenced to the bot-
tom electrode to eliminate large slow potential variations and
common mode noise. Spikes were extracted by threshold cross-
ing of −40 µV in the 600 Hz−9 kHz band-pass signal, and saved
as 1-ms, 32-point waveforms for all 4 electrodes in the designated
tetrode.

Data Analysis

Neural signals were imported into Matlab (Mathworks, MA,
USA). dEEG was down-sampled to 1 kHz. Layer 4 was identified
in each recording as the layer with the earliest negative deflec-
tion in themean visual evoked response. Location relative to the
electrode with the highest firing rate (Layer 5a) as well as abso-
lute depth from the cortical surface (at least 350 µm) were used
to resolve ambiguity. Periods of sleep, defined as the absence of
movement or EMG signal for longer than 5 min, were removed,
and the remaining portionwas divided into 3 behavioral epochs:
moving, whisking/chewing, quiet wakefulness. “Moving” peri-
ods consisted of piezo signal above threshold indicating vol-
itional movement of the trunk and limbs. “Whisking/chewing”
consisted of low piezo signal but EMG above threshold indicat-
ing activation of the facial muscles without large body move-
ments. Observation of the animals showed this included
whisking, repetitive chewing, and grooming. “Quiet wakeful-
ness” consisted of piezo and EMG both below threshold. Spot
check of the animals indicated eyes were open throughout
these periods. Threshold for each channel were defined by the
Teager–Kaiser energy operator (Solnik et al. 2010) exceeding by
3 SDs from the mean signal. Periods of quiet wakefulness <2 s
duration were reclassified as moving or whisking/chewing
based on the surrounding behaviors. Animals were eliminated
if more than 50% of time segments were contaminated by mo-
tion artifact.

Approximately 25% of animals expressed 2–4 Hz high-voltage
spike-wave complexes (Steriade et al. 1994) that are commonly
detected in Sprague-Dawley rats (Pearce et al. 2014). In the first
group of experiments, this activity was linked to genotype, with
12% of wild-type but 43% of FMR-KO rats displaying spike-wave
discharges for longer than 10 s. In the second group of experi-
ments, sharp wave activity was not linked to genotype, and oc-
curred in 24% and 28% of FMR-KO and wild-type animals,
respectively. Periods including spike-wave discharges were

excluded from analysis by elimination of all 1-min periods con-
taining dEEG activity >600 µV.

dEEG Spectral Analysis

For spontaneous activity, dEEG traces were segmented into fixed
length records (1 s long for P13–30, 3 s for P4–11). dEEG spectra
were obtained by multitaper method using the freely available
Chronux package (Mitra and Bokil 2007) with taper parameters
[3 5]. Multitaper spectraweremultiplied by frequency2; frequency
resolutionwas resampled on a log scale to equalize the represen-
tation of high and low frequencies in the spectra and reduce the
multiple comparisons problem; finally, frequency power was
normalized in each window by z-score transform of the spectra
between 1 and 100 Hz.

Single- and Multiunit Analysis

Putative single-unit isolation was done based on spike shapes
using the masked EM algorithm (Klustakwik; (Kadir et al. 2014))
in Peak, Energy, PCA2 space for all 4 electrodes in each tetrode.
Clusters were further refined based on shape similarity of spikes
in a cluster using customwrittenMatlab code. For each spike in a
cluster, the mean Euclidian distance from the mean spike wave-
form jx� �xj was calculated, where x is the individual spike wave-
form, �x is average spike waveform for the cluster. The similarity
metric is then computed as follows:

Sim ¼ 1�
����jx� �xj����

maxð����x����; �����x����Þ
 !

: ð1Þ

Spikes that had a similarity of less than 0.58 were removed from
the cluster. Themean “Similarity” of all spikes in a cleaned clus-
ter was then used to evaluate clusters for inclusion of only a
single unit. Visual inspection of >100 clusters determined a
mean Similarity of >0.58 to correspond to a human observer’s
opinion of a waveform distribution generated by a single neu-
ron. Clusters were included in the analysis with the following
minimal measures (Schmitzer-Torbert et al. 2005): “Isolation
distance” > 15, Lratio < 0.5, percentage of spikes with an inter-
spike interval below 2 ms <1%,mean similarity > 0.58, and num-
ber of spikes >60. With this method, 60–80% of all spikes were
assigned to good clusters and included in the analysis. Further
visual inspection of spike clusters was used to eliminate clus-
ters with average waveforms that were distorted or contained
electrical artifacts (<1% of all isolated units). To split clusters
into functional neuron classes, we measured peak-valley ratio,
peak-valley delay, and relative repolarization within 500 ms of
peak. Three-dimensional hierarchical clustering identified 2
groups, which could be separated by repolarization threshold
alone (Fig. 3A,B). Neurons with low repolarization (<0.58) were
classified as regular-spiking (RS) cells, those above this thresh-
old as fast-spiking (FS).

Single-unit pair-wise spike correlations were calculated with
the method of Renart et al. (2010) with T = 25 ms and J = 250 ms.
This measures correlation in spike rates smoothed by a Gaussian
kernel with SD 25 ms, with the effect of slow correlations (>J) re-
moved. Jittered spike correlations were made from random spike
trains with the same spike rate as the original unit. The propor-
tion of anticorrelated and positively correlated pairs was calcu-
lated as the proportion of pairs with correlation coefficients
below or above 0.04 (3 SDs from jittered mean) after subtraction
of the proportion of jittered pairs beloworabove the same thresh-
old. Periods of activation were defined from the normalized LFP
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power in 1 s windows containing normalized 4–8 Hz power <0
and 25–50 Hz power >0 (Fig. 2C,D).

Multiunit correlations were computed using the standard for-
mulawithnormalization leading toautocorrelationCCFðy;yÞdt¼0¼1;

CCFrawðy1;y2Þdt¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a1×a2
p

XT�dt

t¼0

y1ty2tþdt; ð2Þ

where a1 and a2 are normalization coefficients that bring auto-
correlations of spike trains y1 and y2 to 1 at dt = 0. To correct for
firing rate and remove the effects of slow correlation, 20 jittered
spike trains were generated with the spikes moved by a random
factor between −250 and 250 ms and the average CCF of these jit-
tered trains was subtracted from the raw correlation:

CCFcorr ¼ CCFraw �<CCFrand> ð3Þ

Event duration was calculated by summing multiunit spike oc-
currence across all channels and defining events as containing
at least 2 spikes separated by <500 ms.

Statistics

Distributions were evaluated for normality using the Anderson–
Darling test. Normally distributed data are reported as mean ±
standard error of the mean. Non-normal data are reported as
median ± standard error of the median as determined by boot-
strapping (1000 iterations). Spectra were examined at each
frequency for significant difference using nonparametric permu-
tation tests corrected for multiple comparisons by themethod of
Cohen (2014). All other tests are described in the Results and per-
formed in Matlab.

Results
In order to approximate studies of resting-state activity in hu-
mans, cortical activity wasmonitored withmultielectrode arrays
to record dEEG signal-unit activity and MUA from all layers of
monocular primary visual cortex (V1) in head-fixed, unanes-
thetized ratsmaintained in low-light conditions, with no specific
visual stimulation. Under these conditions, wild-type rats P14–30
(n = 39) spent 11 ± 10% (SD) of their time making volitional move-
ments of the limbs and trunk, 17 ± 11%of their timewhisking and
chewing without trunk movement, and the remainder in “quiet
wakefulness” (absence of volitional body movements). The be-
havior of FMR-KO rats (n = 45) was similar: 12 ± 10% time moving
and 16 ± 15% whisking/chewing (data not shown).

Normal Movement-Related Modulation of Cortical
Activity in Head-Fixed Developing Rats

We first determinedwhether bodymovements inmalewild-type
juvenile rats during ages roughly equivalent to human infancy
(P19–24) were associated with changes in cortical state similar
to those observed in wild-type mice (Niell and Stryker 2010)
(Fig. 1A). At this age, the development of cortical active states
has stabilized (Colonnese 2014) and FS and RS neurons can be se-
parated, but movement-dependent gamma oscillations, indica-
tive of adult cortical activity, have not emerged (Hoy and Niell
2015). For this analysis, we used littermate paired males, and ex-
cluded pairs with any movement-induced artifacts in the dEEG
(n = 14). In the head-fixed, wild-type rats, periods with no overt
body movements (quiet wakefulness) were associated with a

dEEG dominated by large amplitude low-frequency activity, a
pattern of activity called the “inactivated” or “desynchronized”
state (Harris and Thiele 2011; McCormick et al. 2014). During
and immediately surroundingmovement periods, low-frequency
power was attenuated and high-frequency power increased, a
pattern called the “activated” or “synchronized” state. The popu-
lation means of normalized spectra from 1-s windows that in-
cluded movement were significantly different from those that
did not in 2 broad frequency bands (Fig. 1C1). Pair-wise compari-
son at all frequencies (permutation analysis P < 0.01 with mul-
tiple comparisons correction) revealed that all frequencies from
3.7 to 8.6 Hz were significantly reduced by movement, while all
frequencies from 24.4 to 51.8 Hz were significantly increased.
To determine whether this modulation occurred similarly in
individual animals, we determined the frequencies significantly
modulated bymovement in each animal (Fig. 1C2). Of the 14wild-
type animals examined, all hadmultiple frequencies below 10 Hz
negatively modulated by movement and multiple frequencies
above 20 Hz that were positively modulated. Thirteen of the 14
wild-type animalsmodulated cortical activity in larger frequency
bands than revealed by the population average, suggesting
that simple mean normalization does not adequately control
variability among animals. To further control variability, visual-
ize frequency differences without the dominant and constant
1/f frequency relationship, and better compare spectra in single
time windows across animals, we removed the 1/f power rela-
tionship and then normalized the spectral distribution using a
z-score transform. Population spectral average for this normal-
ized frequency distribution was significantly modulated by
movement more similarly to that of the individual animals
(Fig. 1C3). All frequencies between 2.8 and 9.5 Hz were reduced
by movement, while all frequencies between 18.4 and 51.8 Hz
were increased (permutation analysis P < 0.01). Thus, head-
fixed wild-type rats modulate cortical activity in a manner simi-
lar to wild-type mice on treadmill (Hoy and Niell 2015).

Disrupted Modulation of Cortical States in Juvenile
FMR-KO Rats

Age-matched male FMR-KO littermates (n = 14) showed no sig-
nificant modulation of the dEEG between movement and quiet
wakefulness (Fig. 1B). During both behavior states, the dEEG
was dominated by low-amplitude high-frequency activity. The
population mean spectra for relative power (Fig. 1D1) and
z-score normalized power (Fig. 1D3) contained no frequencies
that were different between movement and quiet rest. Only one
FMR-KO rat showed the wild-type pattern of reduced low fre-
quencies and increased high frequencies during movement
(Fig. 1D2). However, 9 showed at least one high-frequency band
significantly increased during movement, suggesting modula-
tion of these frequencies by movement is less affected than the
low frequencies in FMR-KO rats.

Inmice, cortical activation canoccur during periods of arousal
even in the absence ofmovement (Vinck et al. 2015). Activation in
the absence of movement reduces spike rates, while movement
increases them. In contrast to our dEEG results, normal modula-
tion of spiking activity by movement was unaffected in FMR-KO
rats (Fig. 1E). MUA in wild-type animals was 21 ± 5% greater dur-
ing movement than during quiet wakefulness (P = 0.0014, one-
sample t-test for difference from zero). In FMR-KO rats MUA
increased by a comparable amount, 18 ± 6% (P = 0.0016 for differ-
ence from zero; P = 0.62, t-test for difference from wild-type), but
their activation score was unchanged after movement ceased.
Thus, FMR-KO rats appear to remain in the activated “aroused”
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Figure 1. Impaired movement-related cortical state regulation in FMR-KO rats. (A) Example depth electroencephalogram (dEEG) and associated time-spectrogram from

superficial layers of a P22 wild-type rat. Below are associatedmultiunit activity (MUA) from all layers and piezo-derivedmovement signal. Note reduced 2–8 Hz signal and

increasedMUA duringmovement. (B) Example from a P22 FMR-KO. (C) P19–24modulation by behavioral state ofmalewild-type rats (n = 14). (C1) Populationmean spectra

during movement and during quiet (waking) periods. Square brackets show frequencies with significant difference between conditions (P < 0.01 permutation analysis).

(C2) Individual animal responses in rows. Gray bars show frequencies with significant negativemodulation bymovement; black bars significant positivemodulation. (C3)

Population mean spectra in which the 1/f relationship has been removed and the spectra z-score normalized. Square brackets show frequencies with significant

difference. (D) P19–24 modulation by behavioral state for male littermate FMR-KO rats (n = 14). (E) Modulation of MUA by movement. (F) Time course of the shift
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by pair-wise analysis following mANOVA).
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state during quiet wakefulness, rather than the movement-
dependent state.

In mice, low-frequency activity increases and high-frequency
activity decreases within seconds after the cessation of move-
ment. This is followed by a second, slower, shift over the next
10–30 s (Vinck et al. 2015). To determine whether an extension
of the recovery time in FMR-KO rats is responsible for the ob-
served lack of cortical state modulation by movement, we exam-
ined the shift in dEEG frequencies as a function of time after
movement cessation (Fig. 1F). To compare frequency distribu-
tions, an “Activation Score” was calculated which represents
the distance between mean relative power in the high and
low frequency maximally modulated by movement (4–8 and
25–50 Hz, respectively). During movement Activation Scores
were not significantly different between wild-type and FMR-KO
(WT 0.33 ± 0.18; FMR-KO 0.54 ± 0.15; P = 0.31 t-test). After cessation
of movement, wild-type Activation Scores were rapidly reduced
(less-activation), while FMR-KO scores remained constant.
mANOVA analysis reveals effects of group (P < 10−30) and time
(P = 0.0018), as well as an interaction between the two (P = 0.04).
Pairwise post hoc analysis (Tukey HSD, P < 0.05) showed that
Activation Scores in wild-type animals became significantly dif-
ferent frommovement after 6–7 s, and remained unchanged after
this. In contrast, FMR-KO showed no significant modulation of
Activation Score. Wild-type and FMR-KO Activation Scores were
significantly different from each other all times between 4 and
20 s after movement, as well as for all nonmovement periods
(WT −1.00 ± 0.16; FMR-KO 0.38 ± 0.16; P = 1.77 × 10−7). Thus, the
lack of modulation by movement in FMR-KO is not a result of a
slowed return to the inactivated state following movement, but
rather a persistent increase in the presence of cortical activation
during quiescent wakeful periods.

Persistent Activation of Visual Cortex in FMR-KO Rats
at Rest

To test the hypothesis that the lackof cortical statemodulation in
FMR-KO rats results from an increased propensity to remain in
the activated state during periods of rest and visual disengage-
ment, we examined cortical activity during periods without
movement. This allowed us to include animals with move-
ment-related artifacts increasing the number of age-matched
male animals analyzed (n = 22 WT and n = 21 FMR-KO P19–24).
To control for potential differences between groups in the level
of systemic arousal during quietwakefulness, wedivided the per-
iods without overt trunkmovements into quiet waking (no activ-
ity of facial muscles) and whisking/chewing (EMG activity in
facial muscles), indicative of arousal without engagement of vi-
sion. Under the conditions of our experiment, wild-type rats
have an inactivated visual cortex with spectral characteristics
similar to quietwakefulnesswhile engaging in these facialmove-
ments (Fig. 2A,B). In contrast, FMR-KO rats in both conditions
showed reduced power at all frequencies between 3.3 and
11.5 Hz, and elevated power at all frequencies between 18.4 and
68.7 Hz (P < 0.01 permutation test). Thus with similar levels of
behavioral arousal, cortical activation patterns were different
between the groups.

The changes in frequency power we observe in FMR-KO ani-
mals at rest could result from changes in the amplitude of dEEG
oscillations, or from a greater proportion of time spent in an acti-
vated state that is otherwise normal. To distinguish between
these possibilities, we examined the relationship between fre-
quency bands with the greatest difference between moving and
quiet wakefulness for each 1 s window used in the analysis of

quiet waking. The distribution of powers in each window re-
vealed 2 clear states that were similar for each genotype, but dif-
fered in the amount of time the genotype spent in each (Fig. 2C,D).
Wild-type rats spent the majority of their time during quiet
wakefulness with high 4–8 Hz and low 25–50 power (inactivated
state). FMR-KO rats, in contrast, spent most of their time with
high 25–50 Hz and low 4–8 Hz power (activated state). 25–50 Hz
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power in windows with low 4–8 Hz power was not significantly
elevated for FMR-KO animals compared with wild-type, indicat-
ing that the 2 groups are both capable of producing similar cor-
tical states, but differ in the amount of time spent in each.

The development of cortical active states is delayed in organo-
typic cultures of FMR mutant mice (Motanis and Buonomano
2015). To determine whether a similar delay occurs in vivo, and
whether cortical activity defects in FMR-KO are apparent from
the earliest ages at which cortical active states appear at P13–14
(Colonnese 2014), we examined Activation Score during quiet
wakefulness beginning at eye-opening (P14) through P30, near
the end of the critical period (Fagiolini et al. 1994) (Fig. 2E). This de-
velopmental analysis included wild-type and mutant littermate
males described above, as well as a second group of pups that in-
cluded homozygousmales and females compared with wild-type
rats from different mothers (see Materials and Methods). Differ-
ences in Activation scorewere apparent at P14 and remained con-
stant thereafter. The mean Activation Score during this period for
all wild-type animals P14–30 (n = 39) was −0.82 ± 0.11. For FMR-KO
(n = 45) animals mean Activation Score was 0.53 ± 0.09 (P < 10−14

t-test). There was no effect of sex on mean Activation score
(male WT −0.67 ± 0.28 n = 7, female WT −0.81 ± 0.33 n = 10, male
FMR-KO 0.63 ± 0.19 n = 24, female FMR-KO 0.78 ± 0.30 n = 20).

In summary, our dEEG recordings show that FMR-KO rats have
differences in spontaneous resting-state activity from the earliest
timepoint atwhich cortical activation states are expressed. This ab-
normal cortical resting-state activity is a result of the failure of FMR-
KO rats to maintain a deactivated state when at rest or whisking/
chewing (when visual attention is reduced) in a head-fixed appar-
atus. It is this “failure to inactivate” that results in excessive beta–
gamma power and reduced theta power in the resting-state dEEG.

Neuronal Hyposynchrony and Disrupted Inhibitory
Neuron Interactions in Juvenile FMR-KO Rats

Todeterminewhether thepersistent activationobserved in FMR-KO
rats is a result of increased beta–gamma synchronization and in-
creased firing (similar to the moving state) or of decreased firing
and reduced synchronization (similar to the aroused nonmoving
state), we examined the behavior of putative single neurons ex-
tracted by spike-sorting from tetrode recordings in layers 2 through
5 in themale littermate pair population between P19–24. To deter-
mine the contribution of changes in excitatory and inhibitory neu-
ron behavior to the dEEG, unitswere divided into 2 groupsbased on
the Peak-Trough delay and repolarization time (Fig. 3A,B): RS, puta-
tive excitatory, neurons (n = 439 wild-type units/22 animals, 324
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FMR-KO/21 animals) and fast-spiking, putative inhibitory, inter-
neurons (n = 82 wild-type, 46 FMR-KO).

The distribution of spike rates, calculated as the median of
the intraspike interval, of RS neurons shows a shift toward
lower firing rates in FMR-KO animals relative to wild-type
(Fig. 3C; P = 3 × 10−7 K-S test). The population median was 1.69 ±
0.16 Hz for wild-type and 1.03 ± 0.09 Hz for FMR-KO (P = 5 × 10−7

Wilcoxon rank-sum test). The distribution of firing rate for fast-
spiking neurons was not different between groups (Fig. 3D), nor
were the populationmedians (wild-type 2.55 ± 0.36, FMR-KO 1.97
± 0.73). To determine whether there were changes in patterns of
firing, we examined the distributions of interspike intervals
(instantaneous firing rates) for both neuron types. Interspike in-
tervals in FMR-KO rats had a general shift to longer intervals
(lower frequency) that was specific to RS neurons (Fig. 3E,F).
Thus, the decreased firing rate of FMR-KO rats appears to result
from a slowing at all frequency bands, rather than a loss of spe-
cific high frequencies.

The increased high frequencies we observe could indicate a
hypersynchronous network, with increased beta−gamma syn-
chronization (Herculano-Houzel et al. 1999), or, conversely, hypo-
synchrony resulting from greater prevalence of the activated
state (Renart et al. 2010). To differentiate between these possibil-
ities, we examined the role of FMRP in the development of neur-
onal synchronization by determining the pairwise correlations of
all well-isolated neurons in each animal. Correlation was esti-
mated for a 25-ms window, and the effects of shared modulation
offiring rates on the order of 250 mswere eliminated (Renart et al.
2010). The distribution of correlation coefficients for all neurons
was shifted toward fewer neuron pairs with positive correlation
coefficients in FMR-KO rats (Fig. 3G). We evaluated the effects
by cell type by calculating the proportion of neuron pairs with
correlation coefficients smaller than chance, and those higher
than chance. RS neurons had significantly more uncorrelated
pairs (14.0 ± 1.4% wild-type vs. 25.7 ± 3.0% FMR-KO, P = 5 × 10−4

Bonferroni corrected t-test) but the proportion of RS × fast spiking
(FS) (10.7 ± 1.8% WT vs. 14.6 ± 1.6 FMR) and FS × FS (6.2 ± 2.1% WT
vs. 8.9 ± 1.6 FMR-KO) with low correlation was not altered. The
proportion of pairs with high correlation was reduced in
FMR-KO rats for all 3 pairs: RS × RS (57.2 ± 3.1% WT vs. 36.2 ± 4.2%
FMR-KO, P = 8 × 10−5), RS × FS (64.4 ± 3.9% WT vs. 74.3 ± 5.9%
FMR-KO, P = 0.03), and FS × FS (74.3 ± 5.9% WT vs. 49.6 ± 10.8%
FMR-KO, P = 0.03). Thus, the strongest effects in the FMR-KO rats
are on RS, primarily excitatory neurons, which have reduced fir-
ing rates and are desynchronized at rest in the mutants.

The reduced mean firing rates and pairwise cross-correlation
we observed in FMR-KO rats could originate in either changes in
the local networks, or be a result of the increased time spent in
the activated state. To eliminate the effect of increased activation
and reveal changes in single-unit activity during the same cor-
tical states, we recalculated firing rates and synchrony during
the activated state in both groups. During the activated state, fir-
ing rate distributions of RS (Fig. 3J) and FS neurons (Fig. 3K) were
not different between groups, and neither were the population
medians (RS: 1.21 ± 0.10 Hz WT vs. 0.98 ± 0.14 FMR-KO; FS:
2.50 ± 0.32WT vs. 2.94 ± 1.05 FMR-KO) indicating thatwhen distri-
bution of states is taken into account, firing rates are similar in
WT and FMR-KO rats. Pair-wise spike rate correlations, however,
were different during activation. As expected, restricting pair-
wise correlation calculations to periods of activation-reduced
mean correlations between neurons, and revealed a significant
number of anticorrelated neuron pairs (Renart et al. 2010). The
proportion of negatively correlated FS × FS pairs (7.4 ± 3.5% WT
vs. 16.5 ± 8.7%FMRKO)wasnot significantly increased. In contrast,

RS × RS pairs (6.9 ± 1.6%WTvs. 12.7 ± 1.4 FMR-KO, P = 0.042 Bonfer-
roni corrected t-test) andRS× FSpairs (6.2 ± 1.5%WTvs. 32.4 ± 5.4%
FMR-KO, P = 10−4) showed significant increase in the proportion
anticorrelated pairs in FMR-KO rats, suggesting that inhibitory–
inhibitory and inhibitory–excitatory connections are specifically
affected. The proportion of uncorrelated pairs was similar for
RS × RS (46.1 ± 3.2% WT vs. 50.2 ± 1.9 FMR-KO) and RS × FS
(39.1 ± 2.8% WT vs. 36.7 ± 3.8% FMR-KO), but increased for FS × FS
pairs (23.9 ± 4.2% WT vs. 57.3 ± 8.9% FMR-KO, P = 0.039). The pro-
portion of correlated pairs was not significantly reduced for
RS × RS (13.0 ± 2.7%WTvs. 4.6 ± 1.7%FMR-KO), butwas significant-
ly reduced for RS × FS pairs (23.5 ± 3.8% WT vs. 3.1 ± 3.7% FMR-KO,
P = 0.0012), andwas strongly reduced for FS × FS pairs, which had a
large proportion of correlated pairs in wild-type, but few in FMR-
KO (46.8 ± 6.2% WT vs. 10.1 ± 3.9% FMR-KO, P = 10−5), again sug-
gesting that functional connectivity of interneurons is strongly
affected in FMR-KOs.

Together pairwise spike comparisons show that the cortical
network in FMR-KO is less synchronized thanwild-type, both be-
cause they spend more time in the activated, desynchronized
state, but also because the network itself has reduced synchron-
ization. Examination of pair-wise comparisons limited to the ac-
tivate state revealed that functional connections between
interneurons are strongly disrupted, likely reducing the effective-
ness of the inhibitory drivewhich can in turn increase time spent
in the activated state (Carlen et al. 2012).

Normal Spontaneous Retinal Wave-Driven Activity
in FMR-KO Rats before Eye-Opening

Spontaneous, resting cortical activity patterns in P2–11 rats
are very different from those observed in the third postnatal
week onward. Specifically, there are no active (UP) states, and
there is no modulation of visual cortical activity by movement
(Colonnese 2014). Instead, spontaneous activity consists of long
(10–60 s) silent periods interrupted by clusters of 0.5–2 s bursts of
10–20 Hz oscillation (spindle-bursts) that last a total of 5–10 s. During
thefirst postnatalweek, these transients are the result of cholinergic
retinalwaves reachingcortex (Hanganuet al. 2006), andnootherpat-
terns of activity are observed, resulting in a unimodal distribution of
event duration with a peak between 1 and 10 s (Colonnese and
Khazipov 2010). To determine whether the cortical circuit changes
caused by lack of FMRP affect these early patterns, or whether activ-
ity changes in FMR-KO rats instead originate with the development
of cortical states, we examined event duration as well as the fre-
quency distribution of the superficial layer dEEG in paired littermate
controls at P4–5 (n=5 each). Neither the frequency distribution nor
event durations were different in FMR-KO rats (Fig. 4A–D), showing
that the generationof thalamocortical oscillations in response to ret-
inalwaves is normal in FMR-KO, that there is nohyperactivity in vis-
ual cortex leading to increased activity between waves, and that
there are no novel activity patterns at this age.

During the second postnatal week, spontaneous activity pat-
terns change slightly. Slowactivity transients, now driven by glu-
tamatergic retinal waves, continue, but short bursts of activity—
likely cortical giant depolarizing potentials (Allene et al. 2008),
primitives of the cortical active state (Rochefort et al. 2009)—be-
come common, resulting in a bimodal distribution of event dur-
ation (Colonnese and Khazipov 2010). This developmental
progressionwasnot altered in FMR-KO. Both the frequency distri-
bution (Fig. 4E) and event duration (Fig. 4F) were similar between
wild-type and FMR-KOat P9–11 (n = 12wild-type, 16 FMR-KO), and
both groups showed the normal developmental increase in
short-duration events as well as a shift to higher frequencies in
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the spectrogram. The absence ofmajor changes in the duration of
events and oscillatory behavior of the cortex suggests that the
generation of retinal waves and their transmission in the thal-
amus is largely intact in the FMR-KO.

To examine whether the hyposynchrony and reduced firing
observed in juvenile FMR-KO is present in infant animals, we at-
tempted to identify single neurons by spike-sorting during the
first 2 postnatal weeks. The proportion of spikes successfully
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assigned to good clusters by spike-sorting was insufficient for
single-unit analysis at P4–5 (<40%), likely as a result of a smaller
signal-to-noise ratio at these ages. By P9–11, spike-sorting as-
signed a similar proportion of total spikes to well-isolated clus-
ters as in juveniles (>60%, n = 104 wild-type, 90 FMR-KO),
though they could not be clearly sorted by type. Median firing
rates for both groups at this age were approximately 20% of
those at P19–24 (0.26 ± 0.04 HzWTvs. 0.22 ± 0.02 Hz FMR-KO). Nei-
ther median firing rates, firing rate distribution (Fig. 4G), nor the
distribution of interspike intervals (Fig. 4H) were different be-
tween groups at this age. The proportion of single units with a
pair-wise cross-correlation coefficient of zero was similar be-
tween groups (data not shown; 51.5 ± 7.8% WT vs. 43.2 ± 6.8%
FMR-KO; P = 0.54). In total, our data show that immature spontan-
eous activity patterns are normal in the FMR-KO, and that the al-
teration in dEEG signal and single-unit spike rate differences are
linked to the development of cortical activation states.

Hyposynchrony in the FMR-KO Rat Precedes Deficits
in Cortical State Regulation

At what point during development does the reduced synchron-
ization observed in juvenile rats begin? While the single-unit
pair-wise cross-correlations at P9–11 showno difference between
groups, these correlations are very low relative to juveniles, even

for the wild-type animals, suggesting they may not have suffi-
cient resolution to detect subtle differences. Previous reports
have observed higher synchronization of cortical activity in
wild-type infants than juveniles with both calcium imaging (Gol-
shani et al. 2009; Rochefort et al. 2009) and MUA (Colonnese and
Khazipov 2010).We therefore examined the correlations between
multiunit spike rate derived fromelectrodes located in superficial
(2–4) and deep (5–6) layers in each of the 3 critical age ranges
(P4–5, P9–11, and P19–24) during quiet rest (Fig. 5). As a comple-
ment to single-unit pair-wise correlations, multiunit correlation
has a number of advantages. It enables measurement of syn-
chronization at P4–5 despite poor clustering of single units at
this age. Furthermore, MUA is a more sensitive method for de-
tecting network synchronization when individual units have a
low firing probability, or a diverse phase relationship to the oscil-
lation (Fries et al. 2001), and can be applied at all ages.

We observed separate developmental trends in superficial
and deep layers. Correlations between electrodes located in
superficial layers showed robust synchronization in infant rats,
with evidence of an oscillatory component around 10 Hz. The
strength of these correlations grew between P4–5 and P9–11. Be-
tween the infant and juvenile periods wild-type animals showed
slightly reduced zero-phase correlation and elimination of the
10 Hz oscillation, consistent with the loss of spindle-bursts, and
the development of the synchronized state. FMR-KO neonates
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had early (P4–5 and P9–11) oscillatory synchronization similar to
wild-type, but FMR-KO juveniles had much weaker zero-phase
correlations (mean zero-lag correlation coefficient for wild-type
0.060 ± 0.011, FMR-KO 0.021 ± 0.006 [P = 0.0017, t-test]). In contrast
to superficial layers, interelectrode correlations in deep layers
steadily increased with age in wild-type animals, reflecting the
oscillatory engagement of these layers by early network oscilla-
tions (Colonnese and Khazipov 2010). FMR-KO rats failed to de-
velop this synchronization in deep layers, resulting in
significant differences at both P9–11 (wild-type 0.013 ± 0.002,
FMR-KO 0.004 ± 0.001, P = 0.0024) and P19–24 (wild-type 0.029 ±
0.007, FMR-KO 0.0080 ± 0.0004, P = 0.004).

Together these data show that reduced synchronization
caused by lack of FMRP is apparent before the development of
prominent changes in cortical dEEG in the third postnatal week,
suggesting that hyposynchronization isnot causedby the increase
in cortical activation; rather, it is a circuit property of FMR-KO rats
that contributes to the dEEG changes. Hyposynchronization in in-
fant FMR-KO rats is largelymasked by the large oscillatory correla-
tions induced by retinal wave activity during the infant period,
which appear unaffected by loss of FMRP.

Discussion
Analysis of the EEG and fMRI signal during rest is a powerful tech-
nique to quantify cortical network dynamics and connectivity in
human patients (Zhang and Raichle 2010). We have therefore
conducted a systematic study of the development of spontan-
eous “resting state” activity in the visual cortex of the FMR-KO
rat. We focused on dEEG because of its sensitivity to detect cor-
tical state modulations in adults (McCormick et al. 2014), early
network oscillations in infants (Colonnese and Khazipov 2012),
and its potential to be translated into noninvasive diagnostic
techniques, such as surface EEG, which could be used for diagno-
sis or treatment response. We find that cortical activity patterns
at developmental ages when spontaneous cortical activity is dis-
continuous and oscillatory bursts are frequent,which occurs dur-
ing late gestation in humans (Andre et al. 2010; Colonnese and
Khazipov 2012), are largely unaffected by FMRP elimination. Fur-
thermore, the normal transition to mature patterns of continu-
ous activity, including active states, is not delayed. In contrast,
we identified the regulation of cortical state by arousal as critical-
ly disrupted in FMR-KO rats, an effect that is apparent as soon as
cortical activation states arise (P13, just before eye-opening (Co-
lonnese 2014)), and continues through the end of the critical per-
iod for ocular dominance plasticity (Fagiolini et al. 1994). The lack
of cortical state modulation by movement in FMR-KO rats is a re-
sult of a persistent occurrence of the “asynchronous” or “acti-
vated” state (Harris and Thiele 2011) during periods of quiet
waking, whisking and chewing, when the visual cortex of wild-
type rats is dominated by the “synchronized” or “inactivated”
state (Hoy andNiell 2015; Vinck et al. 2015). Examination of single
and multiunit recordings suggests that changes in local circuitry
leading to reduced synchronization between neurons, particular-
ly between inhibitory interneurons, contributes to increased acti-
vation in the FMR-KO. Surprisingly, this reduced synchronization
develops in deep layers prior to the onset of changes in the cor-
tical dEEG, suggesting that circuit changes in these layers are
an important contributor to FMR-KO phenotypes. Together our
data provide a novel model to study mechanisms of arousal
and attention deficits characteristic of FXS patients, and provide
mechanistic insight into reported changes in EEG signals in
human patients, as well as suggest an avenue for potential diag-
nostics at ages before behavioral tests are informative.

Cortical State Regulation, Attention, and Disease

Our findings that cortical activity in FMR-KO rats is disrupted spe-
cifically during periods of visual disengagement establish the
FMR-KO rat as a potential model of arousal and attention deficits
in FXS, as well as for attention deficit disorder and ASD. dEEG
modulation in our rats show similar differences from WT as the
resting EEG of patients with these disorders. Occipital EEG fre-
quency power in FXS diagnosed children during resting state
(eyes closed) is shifted toward frequencies associated with arou-
sal and attention (Van der Molen and Van der Molen 2013). Simi-
lar frequencyshifts are observed in childrenwith attention deficit
disorder. Rather than general arousal increases, these specifical-
ly indicate reduced visual attention (Barry et al. 2004). Reports of
frequency power shifts in ASD are varied, but many report in-
creased high-frequency and reduced mid-frequency power con-
sistent with a similar increase in cortical activation during rest
(Wang et al. 2013). Such direct physiological measurements of
cortical arousal and attention may offer an advantage over be-
havioral measures, which are of necessity confounded by the
multiple regions involved in even the simplest behavior, as well
as the necessary approximations needed to equate human and
animal psychology.

The exact relationship between cortical state modulation in
head-fixed rodents and activity modulation by attention in pri-
mates remains under investigation. However, the cellular and
network similarities between the states engaged by movement
and arousal inmice, and the network changes engaged by select-
ive attention in primates (Fries et al. 2001) suggest that many of
the same circuits and systems are engaged in both. Thus, cortical
activation in rodents is a reasonable model of the cellular and
network changes with attention (Harris and Thiele 2011). In
mice, activation and the attendant desynchronization of visual
cortex is correlated with pupil diameter, believed to reflect sys-
temic arousal (Reimer et al. 2014; Vinck et al. 2015), more so
than movement per se. Movement adds increased gamma oscil-
lations and neuronal firing rate to the activation, suggesting the 2
states are dissociable or at least additive. In contrast to previous
mouse studies, in our rats, which were head-fixed but not free to
run, we observed clear periods of volitional movement and arou-
sal (e.g., whisking, grooming, and chewing) that were not accom-
panied by activation in wild-type animals, suggesting that
activation in visual cortex is driven in part by visual engagement
and not simply by systemic arousal.

A number of factors suggest that the failure of FMR-KO rats to
modulate dEEG spectra between movement and quiet waking is
entirely due to these animals remaining in an activated state
(likely similar to the “aroused” state as identified by (Vinck
et al. 2015)) during quiet wakefulness. First, low-frequency activ-
ity, which is more correlated with pupil dynamics than move-
ment in mice, is primarily affected in FMR-KO rats (e.g.,
Fig. 1D2). Second, spike rates are reduced during “arousal” in
mice, and were also reduced in excitatory neurons in FMR-KO
rats when measured over all behavioral states. Third, spike rate
modulation by movement was intact in FMR-KO rats, suggesting
their visual cortex is not simply stuck in the movement-related
state. In older mice movement causes increased gamma syn-
chronization, which we did not observe here. This is not surpris-
ing, as induced gamma oscillations above 40 Hz develop at ages
later than those we examined (Hoy and Niell 2015).

The increased prevalence of cortical activation in the FMR-KO
could be due either to increased arousal compared with wild-
type in our setup, or to changes in the cortical circuitry of
FMR-KO rats, which drive the network toward the asynchronous
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state even in the absence of systemic arousal. We favor the latter
hypothesis, becausewe observed differences between genotypes
even during an equivalent arousal state—whisking or chewing—
when the rats are awake and alert, but not focused on vision. Fur-
thermore, FMR-KO rats did not move or whisk more in our setup,
as would be expected if they were more aroused. Finally, two
findings have suggested that cortical states in FMR-KO mice are
biased toward activation at lower levels of arousal. First, cortical
slices and anesthetized mice have longer UP states (Gibson et al.
2008; Hays et al. 2011), which should bias the network toward ac-
tivation in awake animals. Secondly, reducing arousal with anes-
thesia has comparatively less effect in FMR-KO mice (Goncalves
et al. 2013). Thus, the simplest explanation of these results is
that altered network properties of the FMR-KO rat reduce syn-
chronization and make it more difficult to enter into synchro-
nized states for a given level of arousal. This is supported by
our data that local networks are hypo-synchronous in FMR-KO
even during equivalent states, and that deep layer synchroniza-
tion is disrupted prior to the development of cortical states
(Colonnese 2014).

A reduced ability to deactivate cortex is likely to have pro-
found consequences for the attentional regulation of visual pro-
cessing. In monkeys, directing attention outside of a region’s
receptive field results in increased low-frequency and reduced
high-frequency synchronization (Fries et al. 2001), similar to the
deactivation described here. Increased thresholds to deactivate
would be expected to contribute to the attentional deficits
observed in FXS infants (Scerif et al. 2004; Cornish et al. 2007)
as well as in ASD (Marco et al. 2011), as they would be unable to
reduce focus on stimuli to which a control infant would not at-
tend, leading to perseveration, reduced top-down control, and
sensory over excitation. In addition to visual deficits, failure to
properly minimize sensory input when appropriate, for example
when concentrating or resting, is a potential mechanism for the
sensory hypersensitivity and hyperarousal common in these
patients.

Synaptic and Circuit Mechanisms of State Dysfunction

Understanding how dysregulated gene expression following loss
of FMRP causes the individual phenotypes of the disorder is a key
step in designing novel treatments (Krueger and Bear 2011). De-
termining how network properties are altered in syndromic
causes of neural disorders is important, because these properties
may form “nodes” by which diverse gene disruptions cause simi-
lar symptoms in nonsyndromic forms. FMRP deletion induces a
complex series of synaptic and cellular changes that increase ex-
citability of excitatory neurons and reduce the effectiveness of in-
hibition, suggesting that a net increase of cortical excitability is a
node for both FXS (Contractor et al. 2015) as well as ASD (Ruben-
stein and Merzenich 2003; Markram et al. 2007). At the network
level, hyperexcitable phenotypes are common, including exag-
gerated sensory responses (Rotschafer and Razak 2013; Arnett
et al. 2014; Zhang et al. 2014) and seizure susceptibility (Yan
et al. 2004; Michalon et al. 2012), which likely contribute to sen-
sory hypersensitivity and increased seizure incidence in FXS (Ha-
german and Hagerman 2002).

The increased prevalence of activation we observed is an ex-
pected outcome of reduced drive to inhibitory neurons (Carlen
et al. 2012); however, experiments and modeling also suggest
that reduced inhibition could yield a similar effect (Sanchez-
Vives et al. 2010; Renart et al. 2010). The former is the likely con-
tributor here, as excitatory drive to FS neurons (Patel et al. 2013),
their inhibitory driving force (He et al. 2014; Tyzio et al. 2014) and

their density (Selby et al. 2007) is reduced in FMR-KOmice. In add-
ition, the synchronization of inhibitory interneurons that act to
suppress the activated state (which have spike durations of inter-
mediate duration and are likely included in our FS group) is also
disturbed in FMR-KOmice (Paluszkiewicz et al. 2011). Our single-
unit correlations suggest that correlations between FS neurons
are particularly affected, supporting inhibitory dysfunction as
contributing to the phenotype. Along with reduced drive to in-
hibitory neurons, layer 5 neurons with FMR-KO are hypercon-
nected to each other, and this connectivity also contributes to
elongated active states in vitro (Gibson et al. 2008; Hays et al.
2011; Patel et al. 2014).

Goncalves et al. (2013), examining superficial layers of somato-
sensory cortex at similar ages did not observe changes in the distri-
bution of cortical states, but instead found increased firing and
hyper-synchrony during synchronized states, network effects
seemingly opposite from ours. However, synchronization was
measured horizontally by calcium imaging, which reflects primar-
ily burstsof actionpotentials ona slow (100 msplus) timescale.We
measured vertical synchronization based on single spikes on a fast
(20 ms) time scale, with the effect of shared slow correlations re-
moved. Developmental reductions of slow horizontal correlation
and increased fast vertical correlation actually occur at the same
age in visual cortex (Rochefort et al. 2009); Fig. 5). The absence of
a disruption in cortical state regulation in somatosensory cortex
may be a result of differences in the regulation of active state be-
tween regions. Inmouse barrel cortex, activated states are strongly
associated with whisking (Poulet and Petersen 2008), and it is un-
clear if there exists a “covert” arousal state present in the absence
of whisking, similar to the aroused state seen in the absence of
movement inV1 (Reimeret al. 2014; Vincket al. 2015). Interestingly,
neither studyshowed increasedFMR-KOfiring during the activated
state, suggesting that hyperexcitability of cortical circuitsmay con-
tribute to the prevalence of activation, but is not a core feature of
activity during aroused states.

Together the present study extends this prior work on the cel-
lular and network effects of FMR-KO by demonstrating that the
regulation of cortical active states is a common (if varied in
expression (Motanis and Buonomano 2015)) feature of FMRP de-
letion in mice and rats. Previously, it was unclear whether
changes in excitability limited to quiescent states contribute to
waking phenotypes. Our results suggest a mechanism for this,
namely that an increased propensity of local circuits to enter or
maintain active states results in a failure to appropriately deacti-
vate cortex in the absence of attention and arousal.

Early Developmental Activity and FXS

Disruption of cortical activity in the FMR-KO began around eye-
opening, the age at which cortical active states develop (Colon-
nese 2014). Prior to this, during the first 2 postnatal weeks, the
cortex does not generate active states and is largely silent (Hang-
anu et al. 2006; Colonnese and Khazipov 2010). Activity comes as
bursts of spindle shaped oscillations called “spindle-bursts,” the
rodent homolog of “delta-brushes” observed spontaneously in
the EEGs of preterm infants (Colonnese and Khazipov 2012). In
visual cortex, spindle-bursts are largely patterned by feed-for-
ward thalamic oscillations driven by spontaneous retinal waves
(Colonnese and Khazipov 2010; Minlebaev et al. 2011; Ackman
et al. 2012). We could detect no difference in the spindle oscilla-
tions of FMR-KOs, their duration nor their occurrence, nor
changes in the single-unit firing patterns of neurons during this
time. This strongly suggests that retinal wave generation and
transmission in the thalamus is normal in FMR-KO rats. It is
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perhaps surprising to find minimal disruption of activity at this
time, as multiple circuit and synaptic disruptions are more se-
vere during development (Contractor et al. 2015), particularly de-
polarizing GABA (He et al. 2014) which should increase
excitability at these ages. However, cortical GABAergic inhibition
plays little role in patterning spindle-bursts (Minlebaev et al.
2007; Colonnese et al. 2010).

What changes around eye-opening allows low FMRP levels to
begin affecting cortical activity? First, there is the development of
rapid inhibition (Colonnese 2014)—which is critical to mainten-
ance of UP states (Haider et al. 2006)—likely through potentiation
of thalamic synapses on FS interneurons (Chittajallu and Isaac
2010), the drive to which is disrupted in FMR-KO rats (Patel
et al. 2013). Second, there is an increase in spontaneous firing,
UP states appear, and cortical activation begins to occur during
movement (Colonnese 2014). Thus, emergence of cortical activity
disruption in FMR-KO is linked to the generation and regulation
of activity states dependent on recurrent activity, particularly in
deep layers (Sanchez-Vives and McCormick 2000). Some of the
circuit defects that cause changes in UP states appear to predate
their appearance. Neurons in deep layers were significantly less
synchronized by the second postnatal week, possibly as a result
of layer 5 hypoconnectivity (Patel et al. 2014). However, because
synchronization in superficial layers is driven by thalamic
input, not intracortical connections (Colonnese and Khazipov
2010), FMR-KO-induced desynchronization of superficial layers
does not become apparent until intracortical connections dom-
inate spontaneous activity around eye-opening.

Together, our recordings from neonatal rats revealed 3 key
findings. First, development of cortical activity in Fragile X rats
is not delayed, and there are no early activity defects that are
later reversed, despite a normally high expression of FMRP and
synaptic and cellular defects in FMR-KO rats at these ages (Till
et al. 2012; Contractor et al. 2015). Rather, cortical activity during
a time period (P5–11) when visual cortical activity is similar to
that observed during human late gestation (Colonnese and Kha-
zipov 2012) appears normal, and hyposynchrony we observed at
these ages is progressive. This offers hope neural deficits could be
prevented in patients if treated early.

Second, effects of FMR-KO on spontaneous activity are corre-
latedwith the onset of activity patternsdependent on intracortical
recurrent circuitry, which areminimal or absent in visual cortex at
early ages (Rochefort et al. 2009; Colonnese 2014). Disruption of ac-
tivity in the somatosensory cortex of FMR-KOmice develops along
a similar time course (Golshani et al. 2009; Goncalves et al. 2013).
Interestingly, theseprocesses arenotdelayed byFMR-KO invivo as
theyare in vitro (Motanis andBuonomano2015), suggesting circuit
mechanismsof compensation are important factors in the expres-
sion of the disease in vivo (Ben-Ari 2008).

Finally, in addition to identifying cortical circuit defects in
FXS, our results provide inspiration for assays that could be
used to predict responses to treatment in human infants.
Changes in evoked and spontaneous activity suggest that birth
in humans and eye-opening in rats are homologous developmen-
tal points in visual cortex (Colonnese et al. 2010; Andre et al.
2010). Thus, if human infants with FXS express similar changes
in neural activity our results predict they should be detectable
at birth or soon after, before FXS is typically diagnosed between
9 and 35 months (Mirrett et al. 2004; Bailey et al. 2009).
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