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Abstract

There has been virtual explosion of studies published in cognitive neuroscience primarily due to 

increased accessibility to neuroimaging methods, which has led to different approaches in 

interpretation. This review seeks to synthesize both developmental approaches and more recent 

views that consider neuroimaging. The ways in which Neuronal Recycling, Neural Reuse, and 

Language as Shaped by the Brain perspectives seek to clarify the brain bases of cognition will be 

addressed. Neuroconstructivism as an additional explanatory framework which seeks to bind brain 

and cognition to development will also be presented. Despite sharing similar goals, the four 

approaches to understanding how the brain is related to cognition have generally been considered 

separately. However, we propose that all four perspectives argue for a form of Emergentism in 

which combinations of smaller elements can lead to a greater whole. This discussion seeks to 

provide a synthesis of these approaches that leads to the emergence of a theory itself. We term this 

new synthesis Neurocomputational Emergentism (or Neuromergentism for short).
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The notion that cognitive functions emerge from the combination of smaller parts has a long 

history within psychology (Bates, Benigni, Bretherton, Camaioni, & Volterra, 1979). 

Whereas research in the past focused on mental components, the past twenty years have seen 

a revolution in cognitive neuroscience with a virtual explosion in the number of papers that 

are published mostly due to the increased accessibility to imaging modalities such as fMRI 

(Logothetis, 2008). The large influx of data has led to newer research adopting an 
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Emergentist approach, in which specific functions are built out of smaller parts that combine 

to create a greater whole. For example, Gauthier and colleagues have argued that neural 

activity in the fusiform face area (FFA) is not specialized for faces per se but is actually the 

by-product of extensive expertise that is developed over time (Gauthier et al., 2014; 

Gauthier, Skudlarski, Gore, & Anderson, 2000; Gauthier, Tarr, Anderson, Skudlarski, & 

Gore, 1999). To test this hypothesis, bird and car experts were asked to look at both cars and 

birds (Gauthier et al., 2000). Gauthier and colleagues found increased activity in the FFA 

when these groups of experts looked at objects in their area of expertise.

The work by Gauthier stands in contrast to work by Kanwisher and colleagues who have 

built on the findings of increased neural activity for faces in an area of the fusiform gyrus 

first described by Sergeant (1992). Based on a series of studies, these researchers 

(Kanwisher, McDermott, & Chun, 1997; Kanwisher, Stanley, & Harris, 1999; Kanwisher & 

Yovel, 2006) proposed a more specific function for the fusiform face area (FFA) after 

confirming its role in the processing of faces. Thus, there is debate about the extent to which 

the FFA shows activity for faces not because of some tuning to specific categories but rather 

because of its responsiveness to categories of perceptual expertise.

Work spearheaded by Morton and Johnson further expands on these two theories by 

proposing the ways in which humans are initially drawn to faces shortly after birth (Johnson, 

Dziurawiec, Ellis, & Morton, 1991; Morton & Johnson, 1991). These authors then go on to 

show that face processing changes dramatically across age. As children grow older the 

perception of faces leads to the recruitment of more and more cortical areas resulting in 

increased specialization across time. This more developmentally oriented view of face 

processing shows us how the recognition of faces within a single area of the brain does not 

capture the ontogentic nature of face perception. In Johnson’s interactive specialization 

view, across-development face processing (like other cognitive functions) is characterized by 

a complex interaction between biology and environmental experience (de Haan, Humphreys, 

& Johnson, 2002). In short, face recognition is an emergent function that combines lots of 

small pieces to create a greater whole.

A number of recent theories have sought to provide a similar account for the neural bases of 

cognition. The Neuronal Recycling hypothesis espoused by Dehaene proposes a similar 

view with regard to reading (Dehaene & Cohen, 2007). In his account, the visual word form 

area (VWFA), another region in the fusiform gyrus, is specialized for reading words. 

However, unlike faces, words are not visual categories that are part of some evolutionary 

specialization for reading. Dehaene, like Gauthier, argues that reading arises from extensive 

experience with the environment, in this case through instruction in reading. In his view, 

visual word forms involve the matching of a visual object with a sound. The matching of 

objects to sounds occurs naturally for humans and leads to the specialization of the fusiform 

gyrus. The VWFA emerges because it is well suited to the properties of reading.

The Neuronal Recycling hypothesis is not the only theory to suggest that the brain is 

reconfigured to deal with more complex functions. In a similar vein, Anderson argues for 

Neural Reuse, where newer cognitive functions (i.e. language) will overtake areas that are 

dedicated to phylogenetically older (i.e. vision or audition) functions (Anderson, 2010, 
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2016; Anderson & Penner-Wilger, 2013). Along similar lines, Christiansen, Chater and 

colleagues (Christiansen & Chater, 2008b; Christiansen, Chater, & Culicover, 2016) have 

provided a rich conceptual framework that seeks to bring together evolution, acquisition and 

language processing, termed language as shaped by the brain. These three theories will be 

discussed in more detail later.

The merging of computational modeling and brain science, as seen in recent theoretical and 

empirical work, is strongly resonant with a line of work carried out by a group of researchers 

which culminated in a jointly authored book entitled Rethinking Innateness (Elman, Bates, 

Johnson, & Karmiloff-Smith, 1996). Using computational modeling, psychological 

experiments and brain science, Elman and colleagues sketch out a blueprint for a 

developmental cognitive neuroscience approach which considers how cognition transforms 

across development. This developmental cognitive neuroscience approach can also be seen 

in the work of Annette Karmiloff-Smith, a co-author of Rethinking Innateness, who 

proposed a neuroconstructivist approach (D'Souza & Karmiloff-Smith, 2016; Karmiloff-

Smith, 2009). Her line of research sought to trace the way in which very simple cognitive 

functions led to higher-level cognitive deficits. For example, one hypothesis of hers is that 

children with Williams Syndrome who have a deficit in spatial processing with relative 

sparing in both the social and language domains, might be caused by much simpler deficits 

one of which is unusual eye movements. These small deficits, propagated over time, result in 

widespread pervasive effects across the lifespan. However, her approach and that of other 

researchers who have sought to use dynamic-systems frameworks to study cognition are not 

always considered in more recent models of cognition and the brain (D'Souza & Karmiloff-

Smith, 2016).

Given the amount of work on this topic both in the past and more recent endeavors, a view 

which seeks to synthesize both developmental approaches and more recent views that 

consider neuroimaging is strongly needed. This review seeks to provide a new synthesis of 

this work. The ways in which Neuronal Recycling, Neural Reuse, and Language as Shaped 

by the Brain perspectives seek to clarify the brain bases of cognition will be addressed. 

Neuroconstructivism as an additional explanatory framework which seeks to bind brain and 

cognition to development will also be presented. Despite sharing similar goals, the four 

approaches to understanding how the brain is related to cognition have generally been 

considered separately. However, all four perspectives argue for a form of Emergentism in 

which brain areas involved in relatively simple functions can be recombined to handle more 

complex cognitive processing. This discussion seeks to provide a synthesis of these 

approaches which we term Neurocomputational Emergentism, or Neuromergentism for 

short. The review will end by considering a recent controversy in the field of bilingualism, 

the presence or absence of an advantage on cognitive control tasks for speakers of two 

languages. Specifically, we will point out ways in which a Neuroemergentist approach 

elucidates how language acquisition in bilinguals both affects and is affected by individual 

differences and ontogenetic changes in cognitive control.
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Emergentism

The notion of Emergentism has its origin in the philosophy of science. A particularly fruitful 

argumentation was set forth by John Stuart Mill (Mill et al., 1974). Stuart Mill began by 

describing a system in which there are a composition of causes that lead to an additive or 

algebraic outcome. He describes cases in which one force” properly speaking, defeats or 

frustrates another.” A body propelled by two separate forces, for example, east and north, 

respectively, will land in the same spot as if it had been acted upon by each force separately. 

He then proceeded to describe how chemistry can show a violation of the combinatorial 

principles seen in mechanics leading to an emergent property:

The chemical combination of two substances produces, as is well known, a third 

substance with properties different from those of either of the two substances 

separately, or both of them taken together. Not a trace of the properties of hydrogen 

or oxygen is observable in those of their compound, water. (p. 371)

The notion of Emergentism was also brought to the fore by Elizabeth Bates when 

considering language acquisition. In her book The Emergence of Symbols, Bates sought to 

clarify the ways in which symbols are built up from much smaller parts (Bates, Benigni, 

Bretherton, Camaioni, & Volterra, 1979). Liz, as everyone called her, drew inspiration from 

D’Arcy Thompson’s book On Growth and Form (Thompson, 1917). The classic text stepped 

through the clear examples of how beehive cells became hexagonal and why soap bubbles 

are spheres. In both cases, there was nothing about the ingredients (wind, soap and gravity or 

many round heads) that was programmed to a particular outcome. Rather the outcome 

occurred because of the interaction of these pieces to create a different whole. In short, Bates 

and colleagues (Bates et al., 1979) suggested that “language is a new machine built out of 

old parts” (p. 3). Examples of this can be seen in the strong relationship between the lexicon 

and grammatical complexity (Bates & Goodman, 1997). One stunning finding was what 

appears to be a “critical mass” hypothesis, the notion that across various populations, both 

typically and non-typically developing, there is a point at which a certain accumulation of 

words leads to the emergence of grammar. The work of Elizabeth Bates was rooted in the 

notion of cognition and language as being biologically based. As such her choice of 

analogies were firmly rooted in biology:

Giraffes have the same 24 neck bones that you and I have, but they are elongated to 

solve the peculiar problems that giraffes are specialized for (i.e., eating leaves high 

up in the tree). As a result of this particular adaptation, other adaptations were 

necessary as well, including cardiovascular changes (to pump blood all the way up 

to the giraffe’s brain), shortening of the hind legs relative to the forelegs (to ensure 

that the giraffe does not topple over), and so on. Should we conclude that the 

giraffe's neck is a “high-leaf-eating organ”? Not exactly. The giraffe's neck is still a 

neck, built out of the same basic blueprint that is used over and over in vertebrates, 

but with some quantitative adjustments. It still does other kinds of “neck work”, 

just like the work that necks do in less specialized species, but it has some extra 

potential for reaching up high in the tree that other necks do not provide. If we 

insist that the neck is a leaf-reaching organ, then we have to include the rest of the 

giraffe in that category, including the cardiovascular changes, adjustments in leg 
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length, and so on. I believe that we will ultimately come to see our “language 

organ” as the result of quantitative adjustments in neural mechanisms that exist in 

other mammals, permitting us to walk into a problem space that other animals 

cannot perceive much less solve.

(Bates, 1999, p. 20)

By using the analogy of a giraffe, Bates is able to trace out how very small changes in a 

problem space (eating leaves high up in a tree) lead to a cascading set of other changes 

across the entire organism which result in substantial changes in its anatomy and physiology. 

This type of analogy has more recently been employed in the discussion of bilingualism as a 

non-linear dynamical system (Hernandez, 2013; Hernandez, Li, & MacWhinney 2005; Li, 

Legault, & Litcofsky, 2014). The notion of language as a combination of many different 

pieces that are stretched, pulled and adapted is also synergistic with Christiansen and 

Chater’s view of Language as Shaped by the Brain and this metaphor can also be applied to 

other cognitive functions in the way that Neuronal Recycling and Neural Reuse seek to do 

(Christiansen et al., 2016). The view of physical adaptation is also in line with 

Neuroconstructivism in highlighting the need to trace the change in the relationship between 

cognition and the underlying brain substrate. In a sense, the synthesis of these four 

approaches themselves leads to the emergence of a theory itself, we term this new synthesis 

Neurocomputational Emergentism or Neuroemergentism.

Neuronal Recycling

Stanislas Dehaene’s Neuronal Recycling hypothesis aims to answer the question of how the 

human brain deals with cultural inventions (i.e., reading and arithmetic) that have not existed 

long enough to have influenced evolution (Dehaene & Cohen, 2007). A cultural invention is 

defined as any cognitive skill that permits a learned pattern of thinking but is not necessary 

to human survival. The hypothesis posits that the brain learns new cultural inventions by 

reconfiguring cortical areas that initially evolved for other more basic functions. If a cultural 

tool must be placed somewhere in the brain, it finds the region or neural “niche” whose 

properties make it best suited to its requirements; however, this does not mean that the brain 

evolved for that ability due to adaptive pressure. In fact, Dehaene deems the hypothesis 

similar to “exaptation” in biology (coined by Gould & Vrba, 1982), which is the counterpart 

to adaptation; many features of organisms are non-adapted but turned out to be useful. For 

example, feathers when they first appeared on dinosaurs were likely for thermogenesis 

and/or attracting a mate, but they turned out to permit flying later in the course of evolution 

(Gould & Vrba, 1982). While the brain must maintain enough plasticity to adopt these 

functions in the first place, the neuroanatomical organization of these structures constrains 

the resulting product. Rather than “genetic reshuffling,” Neuronal Recycling is an 

experience-dependent process that occurs throughout a lifetime.

Reading, a cultural invention that is not old enough for a brain region to have evolved to 

support it, requires neuronal recycling (Dehaene & Fyssen, 2005). Dehaene et al. (2010) 

state that during reading acquisition a cortical area in the left occipitotemporal sulcus called 

the visual word form area (VWFA) is recycled and takes on the new function of processing 

print. The VWFA, part of the object recognition system, is an area found in approximately 
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the same location across literate subjects that reliably becomes active when processing print 

and develops with adequate environmental input (print exposure). They found VWFA 

activation in response to written letter strings in adults who learned to read either in 

childhood or adulthood, but not in illiterate adults. Instead, in illiterate adults the VWFA 

showed activation in response to faces and checkerboards. The VWFA may develop in the 

ventral visual stream because reading is a form of object recognition. Additionally, the exact 

location of the VWFA in an individual can be predicted before reading acquisition based on 

connectivity patterns (Saygin et al., 2016). Dehaene and Dehaene-Lambertz (2016) embrace 

the view that the location of the VWFA takes advantage of a pre-existing brain circuit, in 

line with Neuronal Recycling.

The hypothesis also provides an explanation for how the brain grapples with arithmetic. The 

visual number form area (VNFA) lies approximately one centimeter lateral and slightly 

anterior to the VWFA. Letters and digits are visually similar; however, while letter 

processing requires connectivity to language areas, digit processing requires connectivity to 

the horizontal segment of the intraparietal sulcus (HIPS) and the parietal lobes, which the 

location of the VNFA permits. Dehaene and Fyssen (2005) argue that the human ability to 

symbolically represent numbers rests on an innate understanding of numbers, and that 

children learn to attach digits to their pre-existing intraparietal representation of numerosity. 

For example, when trained to order numbers 1 through 4, macaque monkeys they were able 

to generalize to numbers 5 through 9 (Brannon & Terrace, 1998). If humans do have an 

evolved “number sense” (Dehaene, 1997), then by recycling an area of the ventral visual 

stream that shares connectivity with the parietal lobes the human brain is able to attach 

symbols to number intuition.

The Neuronal Recycling hypothesis states that cortical areas are recycled within individuals 

to process new cultural inventions that are relevant to the functions the areas evolved to 

support. For example, the HIPS evolved to support understanding of numerosity. In learning 

arithmetic, this area is recycled and called on to support this new function (Dehaene & 

Fyssen, 2005). The VWFA evolved for object recognition and is adapted for gaining 

meaning from written words, a very specific form of object recognition. The fact that these 

cultural inventions use the same areas across individuals indicates that there must be a 

relationship between the original and the new function of the area. The VWFA and VNFA 

are not unlimitedly plastic.

While Dehaene provides a compelling account for two specific cognitive functions, the 

question remains whether this could be developed into a theory that captures a greater 

number of functions. An understanding of a larger number of skills, and the nature of human 

consciousness and the human experience, would require a more holistic explanation. If 

Emergentism is characterized by a non-linear dynamical process in which a process emerges 

from the combination of simpler parts into a more complex cognitive process, then the 

Neuronal Recycling hypothesis is only mildly resonant with it. While Dehaene does focus 

on the VWFA and VNFA, the focus is on their functions without consideration of the 

separate processes that occur across time leading up to their recruitment in math and 

reading. The process of learning to read is mediated by brain regions that likely adapted for 

object-recognition abilities. The previously discussed regions of the ventral visual system 

Hernandez et al. Page 6

J Neurolinguistics. Author manuscript; available in PMC 2020 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



went from object-recognition to highly-specialized object-recognition (i.e., letters and 

numbers). This trajectory is more direct and does not result in the type of non-linear 

dynamical change observed within the Emergentist approach. By taking a highly plastic 

brain and changing the external input (language), we arrive at a specialized system, but not 

one that strays from its original intention: object recognition.

Neural Reuse

In considering the brain, Anderson (2010) proposes the notion of Neural Reuse, taking a 

broader perspective that fits more closely within an Emergentist view. This hypothesis is 

similar to Neuronal Recycling as it puts forward the idea that neuronal structures that have 

served in one capacity may be borrowed for use in recently developed abilities, such as 

reading. However, Neural Reuse expands the idea of recycling to all novel skills, rather than 

focusing solely on reading and arithmetic. Finally, these adaptations depend on the similarity 

of novel and old functions. The adaptation is more successful when the new function has 

similar properties to a previous function of that particular neural region.

The Visual Word Form Area (VWFA) identified by Dehaene is a prime example of Neural 

Reuse. First, the VWFA is located in roughly the same brain area across speakers of a 

multitude of different languages. Second, there is no evolutionary reason for the VWFA’s 

existence, given that reading is a recent function. The presence of a clearly defined and 

consistently located VWFA in humans provides evidence this area adapted functions from 

one set of areas for a very different purpose. The original area was likely involved in more 

elementary functions such as detecting lines, curves, and intersections. The fact that it was 

dedicated to such basic functions makes it, according to Anderson, an ideal circuit for neural 

reuse and the development of human language and reading. Anderson points out that areas 

like the VWFA show how the brain can take evolutionarily older areas and reuse them for 

newer purposes.

To account for Neural Reuse, Anderson theorizes that evolutionarily older brain areas are 

activated by a wider variety of cognitive functions. Anderson asserts that areas in the front of 

the brain are evolutionarily newer while those in the back of the brain are older. This is 

consistent with his observation that regions closer to the back of the brain are activated by a 

larger number of tasks than those closer to the front of the brain (for a similar discussion 

with regard to working memory see Christophel, Klink, Spitzer, Roelfsema, & Haynes, 

2017). . However, the data are less clear in this respect (for further discussion of an 

alternative framework see Miller, 2013). For example, Brodmann areas 39 and 40, which are 

closer to the back of the brain, are likely more recent as they do not appear in macaques. 

Similarly, Brodmann areas 4 and 6 are likely older based on their impact on motor control, 

yet are relatively close to the front of the brain. Thus, while older areas tend to be in the 

back of the brain, Anderson states that it would be better to arrive at a more accurate 

measure of a brain areas’ evolutionary age rather than relying on generalized locations in the 

brain .

One corollary of Neural Reuse is the notion of massive redeployment. This hypothesis 

suggests that while functions may not be spatially organized in the most efficient way, using 
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existing brain circuits is more efficient than creating a brand new pathway. A typical brain 

area is employed in a multitude of diverse cognitive processes. Based on a meta-analysis of 

functional neuroimaging studies, Anderson found that while 86 brain regions were activated 

by at least one task, 66% of those were activated by tasks from at least three categories. Only 

17% of brain regions were active during the tasks performed in a single category, suggesting 

highly specified and single-function regions are the exception, rather than the rule.

Anderson provides further support for the massive redeployment hypothesis. Specifically, he 

asserts that cognitive functions that have been developed more recently will activate a higher 

quantity of brain regions, and the regions will be more scattered compared to older 

functions. The categories of tasks used in the fMRI and PET studies Anderson reviewed 

included relatively newer categories, like language-based tasks, and relatively older 

categories such as attention and perception-based tasks. Anderson found that language-based 

tasks indeed activated a more scattered area than attention or perception-based tasks.

Language as Shaped by the Brain

Christiansen and Chater, using a similar conceptual framework as Neural Reuse, analyze 

language processing from a phylogenetic perspective while augmenting this approach with 

an ontogenetic perspective. To achieve this, they adopt a construction-based approach to 

language acquisition which is primarily concerned with the production of utterances made 

up of multiple constructions (Goldberg, 2006; Tomasello, 2005). Language acquisition 

includes both the numerous attempts at processing individual utterances as well as 

systematic learning of specific combinations of constructions from the language 

environment. Thus, language processing and acquisition are intertwined with each other, and 

both are constrained by the domain-general learning mechanism derived from cultural 

transmission, perceptuomotor processing, and higher-order cognitive functions that are not 

language-specific. Christiansen and Chater (2016) view the evolution of language as the 

gradual selection of constructions that better fit and adapt from pre-existing neural substrates 

in the human brain. This evolutionary perspective explains the close fit between the 

evolution of linguistic structure and the mechanism involved in language acquisition and 

processing. That is, language has evolved through the selective pressures from language 

users driven by the properties of a domain-general learning mechanism which impacts 

language acquisition and processing.

Much like the Emergentist proposal from Bates and colleagues as well as Neural Reuse and 

Neuronal Recycling, Christiansen and Chater propose that language is an evolutionary 

system subject to adaptive pressures from the human brain (Christiansen & Chater, 2008a, 

2008b). That is, language has evolved over time to fit the human brain, rather than vice 

versa. Although language promotes communicative opportunities and enhances human 

survival, the adaption toward language is only one of many selective pressures working on 

human evolution. It is possible for humans to survive without language, but not the reverse. 

Natural languages exist only because humans can produce, learn, and process them.

One particularly fruitful metaphor used by Christiansen (1995) is that of language as a 

beneficial parasite engaged in a symbiotic relationship with its human hosts, without whom 
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it cannot survive (Deacon, 1997). Similar to Darwin’s theory of biological evolution for 

animal species (Darwin, 1871), language has also been adapted through natural selection, 

which is constrained by cultural transmission as well as the domain-general learning 

mechanism of language acquisition and processing. Thus, the features of language that are 

easiest for language learners to acquire and process are more likely to keep passing on to 

future generations, while those which prove difficult to acquire tend to disappear. For a 

constructivist grammar view of language, the basic units of selection are those individual 

constructions of words or combinations associated with syntactic and semantic information. 

The selective survival of an individual construction is primarily determined by its individual 

properties (e.g., individual’s usage preference) as well as its relationship with other 

constructions in the linguistic system (e.g., syntactic, semantic, or pragmatic components). 

For example, English-language learners tend to have an easier time identifying the preterite 

tense of go (went) rather than lie (lay) due to the higher frequency of the former.

If language had been shaped to fit the human brain, the properties of linguistic structure 

should reflect the neural and cognitive machinery of language users (Christiansen and 

Chater, 2016). Theoretical argumentation used by Anderson (2010) supports the view of 

linguistic structure proposed by Language as Shaped by the Brain. In order to accomplish 

language acquisition and processing, a variety of pre-existing neural circuits are redeployed 

for accommodating an emerging neuronal network for language. According to Anderson’s 

review on 472 fMRI studies of the activation of Brodmann areas (Anderson, 2008), neural 

co-activation regions were widely distributed across the whole brain during language 

processing. Moreover, the neural circuit of language was generally active across cognitive 

tasks ranging from language, executive functioning, vision, memory, attention, and other 

non-language specific competencies (Anderson, 2010). These findings suggest that language 

is a product of recycling or reusing of pre-existing neural substrates for other cognitive 

functions much like the view espoused by Bates and colleagues. Although Christiansen and 

Chater (2016) point out the important role of brain structures and functions in the emergence 

of language, they do not illustrate the relationship clearly as other neurobiological 

approaches do.

Neuroconstructivism

Like Language as Shaped by the Brain, Neuroconstructivism considers the importance of 

ontogenesis, but it further develops the role of multidirectional interactions between genes, 

neural components, cognition, and the environment during the lifespan (Karmiloff-Smith, 

2009). In neuroconstructivist approaches, human abilities, and in particular intelligence, are 

believed to be the result of a dynamic process rather than a state. At birth, the brain is more 

highly interconnected and not as specialized, and over time, the environment leads to more 

specificity in the brain (Karmiloff-Smith, 2006). Both associations and dissociations, as well 

as genetic mutations that alter ontogenesis, can provide a better insight into development of 

higher cognitive functions in the brain.

The Neuroconstructivist approach argues that an in-depth analysis of developmental 

disorders provides the strongest evidence against the modular organization of the brain. As 

researchers study adult neuropsychological patients, the tendency has been to create a link 
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between cognitive deficits and particular brain regions. Work looking at disorders linked to 

particular genes have also followed a similar logic. Specifically, researchers who examine 

certain genetic disorders that present uneven profiles, which manifest themselves in certain 

cognitive domains while other domains seem intact, are then motivated to search for specific 

genes that map onto these modules. This overlooks subtle deficits in the intact domains. 

Neuroconstructivists argue that the brain cannot be selectively impaired in specific areas 

while intact or relatively intact in other areas. In this sense, Karmiloff-Smith (2009) 

augments arguments made by Dehaene and Anderson. Specifically, small changes that occur 

early in life affect the entire cognitive system, leading to changes across both simple and 

complex cognitive domains.

Examples of uneven profiles in cognitive domains are seen in studies of Williams Syndrome 

(WS), a genetic developmental disorder caused by the deletion of about 28 genes from the 

long arm of chromosome 7 (Donnai & Karmiloff-Smith, 2000). Individuals with WS exhibit 

proficient language and facial recognition processing behavior (falling within the normal 

range on norm-referenced face processing tasks) coexisting with a mean IQ of 56 (Mervis et 

al., 2000) and with very impaired spatial and numerical cognition (Karmiloff-Smith et al., 

2004). The brain in individuals with WS is different than a typical adult brain. It is generally 

smaller and it has overall reduced curvature, increased gyral complexity, in addition to 

reductions in parietal and limbic regional volumes (Eisenberg, Jabbi, & Berman, 2010). 

Furthermore, while the typical adult brain develops gradual specialization and hemispheric 

localization of function over ontogenetic development (i.e. left hemisphere for language), 

this tends not to occur in the mature brain of individuals with WS, which continues instead 

to process faces and language bilaterally (Karmiloff-Smith et al., 2004).

In adult neuropsychology studies, researchers have found a double dissociation between 

numerical abilities affecting two intraparietal units, one for exact number computing and 

another for approximate number computing (Butterworth, 2010; Dehaene, 1997; Demeyere, 

Lester, & Humphreys, 2010). Research on typically developing infants also shows two 

systems that develop at different rates (Brannon, 2006; Izard, Dehaene-Lambertz, Dehaene, 

2008; Lipton & Spelke, 2003; Xu, 2003). A series of studies examining small exact number 

discrimination and large approximate number discrimination in infants with WS and with 

Down Syndrome (DS) show that infants with WS performed like typically developing 

infants in small number discrimination but had difficulty with large number approximations. 

The opposite was found for the infants with DS; they performed poorly with small number 

discrimination but were significantly better with large number approximation (Karmiloff-

Smith et al., 2012; Paterson, Brown, Gsodl, Johnson, & Karmiloff-Smith, 1999; Van 

Herwegen, Ansari, Xu, & Karmiloff-Smith, 2008). These results were then compared to data 

on sustained attention and saccadic eye movement planning in both infants with WS and 

infants with DS, which identified deficits in attention shifting in infants with WS and deficits 

in sustained attention in infants with DS (Brown et al., 2003). The infants with DS tended to 

scan the overall array and the infants with WS tended to fixate on specific aspects. Deficits 

and proficiencies in sustained attention and saccadic eye movement planning, both basic-

level skills, explain both the numerical deficits and proficiencies exhibited by each 

syndrome. The Neuroconstructivist perspective concludes that these differences are likely 

the result of these basic-level deficits and proficiencies in the visual and attention systems in 
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development which impact cognitive-level phenotypes over ontogenetic time (Brown et al., 

2003).

Neuroconstructivists have also responded to the assertions made for Neural Reuse. For 

example, Dekker and Karmiloff-Smith (2010) explicitly questioned whether Anderson 

(2010) asked how development played a role in the internal workings of a particular 

cognitive function. Furthermore, Dekker and Karmiloff-Smith (2010) argued that it was 

unclear if Anderson (2010) implied that a recombination of connections between regions 

was the only source of complexity relevant to Neural Reuse or whether, similar to Dehaene’s 

Neuronal Recycling, Anderson considered that neural circuits used for old skills could be 

optimized for a related but new skill which may potentially impact the old skills. This 

prediction has been supported by Curby and Gauthier (2014) who found that developing 

expertise for particular objects in a visual domain (i.e. cars) leads to changes in face 

processing. One possible implication of this criticism could be viewed within the perspective 

of Emergentism. Specifically, Dekker and Karmiloff-Smith suggest that in order to evaluate 

a cognitive function it is important to consider non-linear dynamical change.

A neuroconstructivist perspective would clarify this uncertainty by suggesting that despite 

early evolutionary differentiation rendering certain areas of the cortex biased towards 

performing specific functions, it is the environmental influence and competition between 

regions which ultimately gives shape to the adult brain with domain-specific areas 

(Karmiloff-Smith 2009). In this way, the neuroconstructivist approach would attempt to 

provide a full picture for brain development across ontogeny that encompasses both typical 

and atypical development (for further discussions along these lines see Johnson, 2011).

Neuroconstructivism accounts for the developmental aspect that the preceding three theories 

leave out. However, Christiansen and Chater’s view provides the computational aspect of 

evolution and language acquisition which is not described in Neuroconstructivism. In this 

way, each of the four theories described pull from aspects of the merging of computational 

modeling and brain science seen in Rethinking Innateness (Elman et al., 1996).

Neuroemergentism

In this review, theoretical frameworks that are synergistic with an Emergentist view in which 

a greater whole arises from the dynamic interaction of smaller parts were presented. In the 

case of Neuronal Recycling, reading emerges from the combination of sights and sounds 

which is adapted from the natural world to the written domain. Anderson extends this view 

by suggesting that evolutionarily newer functions are handled by more disparate areas of the 

brain whereas older functions tend to be more localized. Christiansen and Chater draw 

inspiration from the brain as a metaphor with which to conceptualize a theory of language 

acquisition, evolution and processing. Their view has also been further expanded by 

incorporating computational modeling. Discussion of Karmiloff-Smith’s framework brings 

us back to the brain and to a dynamic view in which generalized deficits lead to more 

specific impairments. In her view, the restructuring of cognition has a cascading effect that 

can later lead to what appear to be very specific deficits. However, the causes are not specific 
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in and of themselves, a point which can only be understood by tracking changes that occur 

from infancy across child and adolescent development and into adulthood.

One specific aspect that is made clear is the need to consider ontogenesis. For example, 

Anderson (2010) proposes that specialization is differentiated on a posterior-to-anterior 

gradient with the latter being less specialized and the former being more specialized. 

However, as he notes the data do not fit this pattern very cleanly. Primary auditory, visual 

and somatosensory cortex lie in the posterior portions of the brain. Primary motor cortex is 

in the frontal lobe. Whereas Anderson’s view takes into account results from a large number 

of neuroimaging studies, the exception to the posterior-to-anterior rule becomes evident 

when taking development into account. For example, Hernandez and Li (2007) proposed the 

sensorimotor hypothesis which helps to explain age of acquisition (AoA) effects across non-

verbal and language domains, including the learning of a second language. These 

sensorimotor hubs develop from basic primary processing (i.e. topographic visual 

perception) to more specialized processing (i.e. motion or color mapping). Over time there is 

an additional increase in the interconnectivity between sensorimotor and association areas. 

These AoA effects are also driven by changes in the subcortical connections between the 

basal ganglia and the frontal lobe which lead to a more “cognitive” form of processing in 

adulthood. In a similar vein, Neuroconstructivism offers a more developmental view that is 

resonant with the sensorimotor hypothesis. Thus, Emergentist theories, such as Neural 

Reuse, would be further bolstered by the incorporation of a developmental view such as that 

proposed by Neuroemergentism.

The proponents of the various perspectives presented here have all sought to tackle higher-

level functions using an Emergentist approach. At the outset of this discussion, several 

analogies were offered including the metaphors of D’Arcy Thompson (Thompson, 1917) 

and the extensions by Elizabeth Bates and colleagues (Bates et al., 1979). Face perception 

was also presented as an example of a Neuroemergentist approach to questions in cognitive 

psychology. As noted in the introduction, the notion of a fusiform face area, has been the 

center of discussion in the adult neuropsychological and neuroimaging literature for many 

years (Kanwisher et al., 1997; Kanwisher et al., 1999). The interpretation by some is that 

this area is dedicated purely to face processing. However, work by Gauthier and colleagues 

suggests that it is more likely to be considered a product of perceptual expertise (Gauthier et 

al., 2014; Gauthier et al., 2000; Gauthier et al., 1999).

Face processing as an example of Neuroemergentism can be seen in the work of Johnson, 

Morton and Colleagues (Johnson et al., 1991; Morton & Johnson, 1991). Their two-process 

theory of face processing was based on a model of chick imprinting from Horn which 

identified two areas involved in imprinting (Horn, 1981, 1986; Horn, Nicol, & Brown, 

2001). The first area, the optic tectum, which is equivalent to the superior colliculus in 

humans, draws the newborn visual system to the neck area of the hen. Since the mother hen 

is very likely to be the first moving object the chick observes, this leads to focusing attention 

on it. The second system, which is part of the forebrain (equivalent to the cerebral cortex in 

humans), the Intermediate and medial part of the Mesopallium, is involved in linking visual 

objects with motor responses. This system will lead to imprinting. Morton and Johnson 

expanded on this view by proposing two systems in humans. Conspec initially draws 
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attention to face-like configurations, and Conlearn, serves as a trainer for the lower level 

system. Computational modeling of the process has also led to novel predictions (O'Reilly & 

Johnson, 1994). Face perception serves as a model for other cognitive domains, especially in 

light of the use of a neurobiologically plausible computational model.

It is also important to note that Johnson has proposed the interactive specialization view 

which is also highly resonant with the Neuroemergentist approach discussed here (Johnson, 

2011). In this view, the specialization that occurs across time is due to a pattern of 

competition across brain regions. Areas of the brain will have initial biases that are 

dependent on interconnections with other areas of the brain. Some areas may begin with 

poorly defined functions but become specialized across time as they take on other functions. 

In the case of face perception, Conspec draws attention to face-like configurations while 

other areas in the cortex such as Conlearn help to further refine its function. This competitive 

process works itself out across development. This notion of interactive specialization is one 

that is resonant with the Neuroemergentist view that is outlined here.

Although a Neuroemergentist approach can be used for many different cognitive functions, it 

may be particularly well suited for higher-level cognitive functions that develop slowly over 

time. This view is one that was championed by both Karmiloff-Smith using 

Neuroconstructivism and Bates in her cognitive neurodevelopmental view of language as “a 

new machine built out of old parts.” Recent work, in the bilingual literature, has begun to 

appear that might also be well suited for a Neuroemergentist approach. In the following 

section, we will briefly consider how this approach might help inform a currently hotly 

debated topic in the literature, the cognitive advantages that arise because of the use of two 

languages.

Neuroemergentism and the Bilingual Cognitive Advantage

Recent controversies have erupted over the presence or absence of a bilingual cognitive 

advantage (Abutalebi et al., 2012; Anton et al., 2014; de Bruin, Treccani, & Della Sala, 

2015; Duñabeitia & Carreiras; Dunabeitia et al., 2014; Hernández, Martin, Barceló, & 

Costa, 2013; Hilchey & Klein, 2011; Paap & Greenberg, 2013; Paap, Johnson, & Sawi, 

2014; Paap & Sawi, 2014). Whereas the discussion over its presence or absence continues, 

there is still considerable debate over a possible cause for this putative advantage (Costa, 

Pannunzi, Deco, & Pickering, 2016). The notion of cognitive differences has also been 

expanded to views of the brain bases of bilingualism (García-Pentón, Fernández García, 

Costello, Duñabeitia, & Carreiras, 2015; Li et al., 2014). For example, the adaptive control 

hypothesis posits that the use of two languages engages a general cognitive control 

mechanism to a greater extent than the use of one language (Green & Abutalebi, 2013). In a 

similar vein, the bilingual brain training model of Stocco, Prat and colleagues posits that the 

use of two languages results in neural adaptations within the basal ganglia (Stocco, Lebiere, 

O'Reilly, & Anderson, 2012; Stocco & Prat, 2014; Stocco, Yamasaki, Natalenko, & Prat, 

2014). In this framework, bilinguals are particularly adept at learning new rules resulting in 

differences in brain activity in the basal ganglia relative to monolinguals (Stocco & Prat, 

2014). Furthermore, the framework derives its predictions from a neurocomputational model 
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of the basal ganglia (Stocco et al., 2012; Stocco et al., 2014). However, neither model takes a 

developmental view or incorporates data from developmental populations.

What mechanism could potentially lead to alterations of the basal ganglia across 

development? Work by Krizman and Marian (2015) suggests that bilingualism involves the 

use of two phonologies which helps to tune the basal ganglia via the auditory cortex. Given 

that early bilingualism occurs at a period of greater plasticity, it is likely that differences 

between bilinguals and monolinguals will involve the basal ganglia. This view is resonant 

with work by Petitto, Kovelman and colleagues who propose a perceptual wedge hypothesis, 

where exposure to two languages early in life would lead to additional flexibility with regard 

to the recognition of non-native phonemes (Petitto et al., 2012).

The flexible nature of processing is also considered by Li and colleagues who suggest that 

bilingualism can be viewed as a non-linear dynamical system in which language experience 

affects the brain (Li et al., 2014). In fact, Li, Legault, and Litcofsky (2014) highlight the 

ways in which bilingual and second language experience are resonant with the dynamic 

Emergentist view espoused by Bates (1999). In a similar vein, Hernandez (2013) proposes 

that “two languages live inside one brain almost as two species live in an ecosystem. For the 

most part they peacefully coexist and often share resources. But they also compete for 

resources especially when under stress, as occurs when there is brain damage.” (p. 12) The 

metaphor of two species in an ecosystem adds a biological and evolutionary perspective to 

bilingualism. This approach is similar to the one used by Elizabeth Bates when discussing 

adaptation and the Giraffe’s neck as an analogy for understanding how language is 

represented in the brain.

The notion that learning two languages has a non-linear dynamical flavor to it is very much 

in line with a Neuroemergentist view as proposed in the present review. One way forward 

would be to incorporate more neurocomputational models that account for changes across 

development. This developmental approach would extend the view proposed by Hernandez 

(2013) that languages can compete for and share resources by pointing out how this changes 

across time. For example, early in development competition in bilinguals might involve 

phonological information as proposed by Krizman and Marian. Later in development the 

competition might come from higher-levels of language (i.e. semantics, syntax, etc.) and 

hence involve abstract rules as proposed by Stocco and Prat.

Another way in which the field could move forward is by looking at individual differences. 

The role of genetics has also only recently come to the fore as a potential explanatory 

variable for both the acquisition of a second language (Mamiya, Richards, Coe, Eichler, & 

Kuhl, 2016; Wong, Morgan-Short, Ettlinger, & Zheng, 2012) and the use of cognitive and 

language control in bilinguals (Hernandez, Greene, Vaughn, Francis, & Grigorenko, 2015; 

Vaughn et al., 2016). The use of a more neurobiological and computational approach would 

help researchers to more precisely capture the particular factors of bilingual use across 

development that may or may not contribute to changes in cognitive control. Of course, it is 

also quite possible that this effect is non-linear and that using two languages changes the 

brain but that individual differences including genetic status may also render some people 

more amenable to the changes that occur because of the extended use of two languages 
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(Hernandez et al, 2015; Mamiya et al, 2016). In short, we propose Neuroemergentism as a 

way to refine the theories with regard to the brain bases of bilingualism as well as the 

particular effects that these experiences might have on cognitive control.

Conclusion

The notion that cognition emerges due to a dynamic interplay between the individual and the 

environment over a long period of development has a long history in the cognitive and 

neuroscience literature. Recent theoretical frameworks reviewed here, Neuronal Recycling, 

Neural Reuse, and Language as Shaped by the Brain, are resonant with this view. 

Neuroconstructivism adds development to the argument. Taken together, aspects of each of 

these four frameworks lead to a synthesis which we term Neurocomputational Emergentism 

or Neuroemergentism for short. The incorporation of neurally-based modeling as well as 

neuroimaging and genetics has the potential to transform various subfields within cognitive 

neuroscience.

Finally, Neuroemergentism represents an extension of an Emergentist framework as 

proposed by Elizabeth Bates, John Stuart Mill and many others. As noted earlier, Bates 

suggests that a Giraffe’s neck which is adapted to eating leaves up high leads to a number of 

changes across the entire organism. In a similar vein, Hernandez suggests an ecological view 

for the competition and cooperation of two species-like language systems that interact across 

time. These evolutionary analogies lend themselves to more biologically- and neurally-based 

approaches. It is worth ending on the note that face processing is one of the few phenomena 

that approximates a Neuroemergentist account. We propose that the adoption of this level of 

description across a wider set of domains is paramount in order to move the study of the 

neural bases of language and cognition forward.
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• Reviews Emergentism historically and in the field of cognitive neuroscience

• Reviews Neuronal Recycling, Neural Reuse, and Language as Shaped by the 

Brain

• Expands on Neuroconstructivism as an additional explanatory framework

• Proposes Neurocomputation Emergentism (Neuroemergentism) as a new 

synthesis

• Discusses Neuroemergentism with regard to the bilingual cognitive advantage
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