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ABSTRACT The atomic-level mechanisms that coordinate ligand release from protein pockets are only known for a handful of
proteins. Here, we report results from accelerated molecular dynamics simulations for benzene dissociation from the buried cav-
ity of the T4 lysozyme Leu99Ala mutant (L99A). In these simulations, benzene is released through a previously characterized,
sparsely populated room-temperature excited state of the mutant, explaining the coincidence for experimentally measured
benzene off rate and apo protein slow-timescale NMR relaxation rates between ground and excited states. The path observed
for benzene egress is a multistep ligand migration from the buried cavity to ultimate release through an opening between the
F/G-, H-, and I-helices and requires a number of cooperative multiresidue and secondary-structure rearrangements within
the C-terminal domain of L99A. These rearrangements are identical to those observed along the ground state to excited state
transitions characterized by molecular dynamic simulations run on the Anton supercomputer. Analyses of the molecular prop-
erties of the residues lining the egress path suggest that protein surface electrostatic potential may play a role in the release
mechanism. Simulations of wild-type T4 lysozyme also reveal that benzene-egress-associated dynamics in the L99A mutant
are potentially exaggerations of the substrate-processivity-related dynamics of the wild type.
INTRODUCTION
Although receptor flexibility has been acknowledged as
important for ligand binding and molecular recognition
(1–3), its importance is less emphasized in studies of ligand
release, particularly in cases in which the ligand release oc-
curs on timescales longer than a few hundred microseconds.
The development of new molecular dynamics (MD) simula-
tion methodologies and longer simulations enabled through
GPU (graphics processing unit) and/or Anton technologies
allow for more detailed atom-level investigation of ligand
release mechanisms (4–9).

The T4 lysozyme Leu 99 to Ala mutant (L99A) is a pop-
ular model system for studying excited states of proteins and
the thermodynamics of ligand binding (10–15); here, a pro-
tein excited state refers to a conformational state of a protein
that can be experimentally detected in low population and is
higher in energy than the ground state (16). Because the
L99A excited state and benzene binding are not observed
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experimentally for the wild-type (WT) lysozyme, both the
excited-state transitioning and ligand-binding events in the
L99A mutant are presumed to occur as a result of a buried
cavity in the C-terminal domain (Fig. 1). The hydrophobic
cavity in the L99A mutant is greater than 100 Å3 and is
buried more than 5 Å from the protein surface (15,17).
Despite this large cavity, the backbone of the crystal struc-
ture of L99A is identical to the backbone of the crystal struc-
ture of the WT protein (Fig. 1). Strikingly, a clear path from
solvent to the buried cavity is absent from the crystal struc-
ture (18).

Here, we performed accelerated MD (aMD) simulations
of the L99A mutant of T4 lysozyme with benzene bound
to elucidate the protein motions necessary for ligand disso-
ciation through a method that does not require knowledge of
the exit path a priori. This methodology was chosen because
the benzene off rate,�1 ms at 30�C (19), is longer than con-
ventional MD simulations, and aMD has previously been
shown to accurately recapitulate experimentally measured
long-lived conformational phenomena such as torsional
populations and water-protein exchange (20,21). Unlike
other enhanced sampling techniques that bias a trajectory
along a selective path based on collective variables (22),
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FIGURE 1 Crystallographic comparison of T4 lysozymeWT* and L99A

benzene-bound mutant illustrates few differences apart from cavity expan-

sion. The backbone atom superposition of WT T4 lysozyme (PDB: 1L63,

gray) and L99A cavity-forming mutant (PDB: 181L, cyan and green cavity)

is shown. The Ca of residue 99 is shown as a red sphere on the E-helix posi-

tioned behind the benzene ring. To see this figure in color, go online.
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which may not be known a priori, aMD adds energy to the
system to raise the energy minima to be closer to the transi-
tion energies. By effectively ‘‘filling in the valleys’’ of an
energy landscape, higher-energy barrier transitions are
observed more frequently or at an earlier time step than a
conventional MD trajectory.

Through application of all-atom aMD, we witness and
characterize benzene dissociation through a surface be-
tween the F/G-, H-, and I-helices (the ‘‘FGHI surface’’).
Chemical-shift back calculations, backbone torsion, and
hydrogen-bond distance measurements for the trajectory
structural ensemble suggest benzene dissociates from
L99A through the NMR-characterized excited state and
not the ground state. Other cavity openings are witnessed
during trajectories of the mutant in the ground state, the
same cavity openings that were previously described in
benzene egress with weighted ensemble simulations (23),
in O2 unbinding with unbiased MD (12), and in apo simu-
lations with unbiased long-timescale MD on the Anton su-
percomputer (15). Despite these other cavity openings,
benzene was only seen to exit through the high-energy-
state FGHI surface with aMD. Although it is possible
that benzene could egress through these other cavities,
the egress pathway we observe here through the FGHI sur-
face occurs in tandem with excited-state transitioning,
explaining the similarities between the experimentally
determined rate constants for both of these phenomena.
Poisson-Boltzmann calculations for the cavity-opening sur-
faces between the D- and F/G-helices (DG, where benzene
binds), the FGHI surface (where benzene exits), and the
other openings previously described (23) suggest that polar
surfaces may impact the probability of ligand ingress and
egress along various pathways.
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METHODS

aMD simulations

Three systems were set up for aMD simulations (24) using
identical methods described previously (21), with this
method aimed at increasing the energy of the energy minima
to allow for more opportunities for the protein to transition
between energy minima and not altering the transition land-
scape. The Protein Data Bank (PDB): 1L63, 1L90, and 181L
were used for the WT* (25), L99A apo mutant ground state
(26), and L99A benzene-bound mutant lysozyme ground
state (18), respectively. WT* refers to a sequence difference
from WT in which residue C54T and C97A mutations were
made to promote protein stability in vitro and were main-
tained here in silico for alignment with experiments (27).
Proteins were prepared using the Protein Wizard in Small-
Molecule Drug Discovery Suite (Schrödinger, New York,
NY) with crystallographic pH conditions, 150 mM NaCl
(30 Cl� and 21 Naþ ions), and visual inspection for correct
side-chain protonation states, including protonation of H33
such that it is positively charged in the simulation. Benzene
for the holo system was parameterized using Jaguar (Schrö-
dinger) for geometry optimization and charge calculations,
then incorporated into the starting-structure AMBER MD
parameter file using GAFF and XLeap. Each system was
solvated in a cubic box and contained �33,000 atoms.
Approximately 1.5 ms of simulation was conducted for
each system, performed with NVIDIA GK110 (GeForce
GTX Titan; NVIDIA, Santa Clara, CA) GPUs using the
CUDA version of PMEMD in AMBER 12. The simulation
systems were minimized with the CPU version of AMBER
11 SANDER v. 2010 for the apo and WT* systems and with
AMBER 12 SANDER v. 2012 for the holo system (28,29).
The TIP4P-Ew water model (30) and the AMBER-ff99SB
(31,32) force field were used for three independently seeded
runs of �500 ns on each for each system.

50 ns of conventional MD were used as a reference for
each system and to calculate dual boost potentials as
described previously (21), specifically with NVT (constant
number of atoms, volume and temperature) conditions,
Langevin thermostat to maintain 300 K, collision frequency
of 2 ps, 10 Å cutoff radius for nonbonded interactions, and
particle mesh Ewald electrostatics for long-range interac-
tions (33). Boost potentials for the three systems were as
follows: WT*, E(dih-boost) ¼ 2535 kcal/mol, E(PE-
boost) ¼ �89,887 kcal/mol; L99A apo, E(dih-boost) ¼
2540 kcal/mol, E(PE-boost) ¼ �89,829 kcal/mol; L99A
holo, E(dih-boost) ¼ 2431 kcal/mol, E(PE-boost) ¼
�90,597 kcal/mol. The signs of the boosts are based
on the energy function for aMD (21,24). More information
on how to parameterize the boost potentials for aMD can be
found in the AMBER tutorial, http://ambermd.org/tutorials/
advanced/tutorial22/index.html, based the published aMD
workflow (21). Production runs were carried out on GPU
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Ligand Egress from Protein Buried Cavity
starting from the equilibrated simulation coordinates at the
end of the 50 ns conventional MD run with 2 fs time step,
SHAKE algorithm set to constrain all bonds involving
hydrogen atoms, and snapshots collected every 2 ps.

For all simulation analyses and simulation details of the
trajectory, including the dihedral angles, internal distances,
and SHIFTX2 chemical-shift differences (34) please see
Schiffer et al. (15). Images of protein were taken using
VMD (35) and CCG MOE (36). Cpptraj was used to mea-
sure the watershells in Figs. S4 and S10 (37). C-terminal
domain buried cavity volume calculations were performed
with POVME (38).
APBS calculations

The PDB2PQR (39) automated pipeline was used to inves-
tigate the electrostatics of buried cavities and pocket open-
ings from the aMD trajectories. A pH of 5.5 was chosen to
align with the pH from multiple NMR studies (16,19). The
PARSE force field was chosen for the calculation (40).
RESULTS

Benzene leaves through a transient surface
opening in L99A excited state

aMD simulations for the benzene-bound L99A cavity
mutant T4 lysozyme (Fig. 1) were performed to survey a
potential egress path for benzene. In one of three 500 ns tra-
jectories, benzene unbinds from the protein through a tran-
sient opening between the F/G-, H-, and I-helices (FGHI
surface, Video S1) in a succession of substates: S1, S2,
and S3 (Fig. 2 A). Substate S2 has not been characterized
experimentally and is only observed in this trajectory. Vol-
ume measurements for the C-terminal domain over the
course of benzene release (Fig. 2 B) illustrates significant
buried volume expansion as benzene transitions from the
L99A pocket to the neighboring pocket (substates S1–S2)
and finally a reduction to less than the starting structure
as benzene is released. The diminished volume of the
L99A cavity results from the phenyl ring of F114 occupying
the cavity previously occupied by benzene in a structure
that recapitulates the previously determined excited state
of L99A (16). Benzene traces the same path that F114
travels in the transition from ground to excited state of
L99A, albeit in opposite directions (Fig. S1). Thus, the
structure of the L99A mutant that benzene is released
from more resembles the experimentally determined high-
energy L99A state than the L99A benzene-bound or apo
crystallographic structures.
Productive versus nonproductive excursions
toward benzene egress

The nearly 1.5 ms aMD simulation for holo L99A reveals
backbone and side-chain motions that are productive for
benzene release and those that are not. Only when the
concerted protein motions and final structural state recapit-
ulate the structural hallmarks of the L99A ground state to
excited state transition (15) and the previously published
structure for the excited state (16) does benzene egress the
protein. Fig. 3 illustrates and compares key structural
feature measurements throughout our simulations in which
benzene remains bound (column A) and egresses from the
protein (column B) to those for the published static experi-
mentally determined structures (noted by the orange and
blue dots next to each panel). Also shown are the same mea-
surements for the previously published apo L99A Anton
simulation in which the protein undergoes a transition
from the ground state to excited state (column C).

For productive benzene release, benzene starts in the
ground state in substate S1 (labeled S1, Fig. 2). As benzene
egresses (Fig. 3, column B), concerted motions of buried
hydrophobic side-chain rotations and secondary-structure
changes for the F- and G-helices give rise to similar sub-
states, as witnessed previously in the apo L99A transitions
to the excited state (Fig. 3, column C). The F-helix unwinds
(Fig. S2) and then refolds to form a single long helix with
the G-helix (referred to as F/G-helix). At aMD time step
�22,000, the F/G-helix rewinds, as evidenced by the back-
bone hydrogen-bond formation between G113 and S117
FIGURE 2 Benzene egress from L99A. (A) Ben-

zene (orange) samples three substates, S1 (blue),

S2 (gold), and S3 (red), on its egress path. L99A rib-

bon representation shows the structure of L99A after

benzene exits. (B) C-terminal buried pocket volume

measured using POVME (38) over the benzene

release trajectory. The FGHI pocket opens to the sur-

face, with benzene in view (orange), at �26,000

aMD time step. To see this figure in color, go online.
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Ligand Egress from Protein Buried Cavity
(Fig. 3 B), and L121, L133, and F153 side chains rotate to
open up an adjacent cavity closer to the H- and J-helices,
substate S2 (labeled S2, Fig. 2). Concurrent with this ben-
zene relocation, the F114 phenyl ring moves from a position
at the F/I-helix interface into a more buried position filling
the cavity created by the L99A mutation, i.e., the excited-
state conformation (16), and benzene shifts to a surface
hydrophobic patch in substate 3 (Fig. 2; Fig. S3). These
visual observations are supported by the torsional angles
measured for F114 and F153, and the shortened amide nitro-
gen to carbonyl oxygen i to i þ 4 distance for G110-F114,
A112-N116, and G113-S117 (Fig. 3, column B; Fig. S3).

Distinct changes in the water shell as benzene exits
through the FGHI surface through S1, S2, and S3 are
observed in which the number of waters in the water shells
are perturbed during protein structural rearrangements
(Fig. S4, Sim 2). The first water shell is defined here to be
within 5 Å of the protein, whereas the second water shell
is between 5 and 10 Å. A decrease in the number of waters
in the first and second water shell around F114 and V111,
representing the FGHI and DFG pockets, respectively, oc-
curs in concert with increases in the number of waters in
the first and second water shell around benzene, the four-
helix pocket (W134), and the HG pocket (Y139) during
S3. Once benzene egress from the cavity is complete, the
water shell around the DFG pocket, four-helix pocket, and
FGHI region remains altered, perhaps reflective of the
high-energy conformation relative to the ground-state
conformation. No water is seen to enter the buried cavity
throughout these transitions.

Nonproductive excursions and path openings within the
ground-state structure of L99A, in which benzene remains
in the buried L99A cavity, are also seen in the aMD simula-
tions of apo and holo L99A (Fig. 3 B; Figs. S5 and S6).
These fluctuations are consistent with an array of experi-
mental observables for these residues: low NMR order pa-
rameters (41), lower hydrogen exchange protection factors
relative to WT (42,43), high crystallographic B-factors
(44), and propensity to deform upon ligand binding to the
nearby cavity (18,45). These excursions are unproductive
in allowing benzene egress, and the residue transitions are
not concerted as they are when benzene egresses (compare
Fig. 3, A and B). Additionally, changes in the water shells
are only seen for the FGHI pocket (F114) and the DFG
pocket (V111) (Fig. S4) during these nonproductive excur-
sions and show increased solvation, perhaps preventing
further egress.
FIGURE 3 Trajectories contain structural hallmarks of excited stateL99Adurin

angle changes, F153 X1 angle change, hydrogen-bond distances between G113 a

are shown over aMD simulation trajectories for stable benzene holo L99A sim

and for the previously reported ground to excited state L99A simulation (colum

population distributions of eachmeasurements. The blue and orange dots indicate

(PDB: 3DMVand 2LCB), respectively, for the F114 X1 and J, F153 X1, L133 X

blue and orange dots indicate the ground-state and excited-state chemical shifts

the largest Ca chemical-shift differences between the ground and excited state fo
Electrostatic potential of mobile defects may
contribute to benzene egress through the excited
state

Upon characterization of the different tunnels observed in
these simulations, we were interested to know why benzene
only leaves through the high-energy state rather than the
more direct path(s) observed for benzene binding (46,47)
or in the other substates described previously for ABMD
simulations (48). Although the egress of benzene through
other cavity openings may not have been witnessed with
our current amount of sampling, we had anticipated that
egress would be governed solely by the opening of a path
with an appropriate shape and volume to the surface suffi-
cient for benzene to pass. However, our results illustrate
that multiple potential paths are available for benzene egress
in the ground state within our aMD simulation (Figs. S6 and
S8), yet benzene stays bound. Further confounding us is that
the opening from which benzene exits, between the F/G-,
H-, and I-helices (FGHI), is narrower than openings be-
tween the D- and F/G-helices (DG) (Fig. S7) or HJ-helices.
In fact, cavity opening at the DG surface is large enough to
completely expose benzene to solvent (Fig. S8), and previ-
ous adiabatic-biased MD (ABMD) results suggest that an
opening at the DG surface is a preferred path of benzene
egress (48). We investigated physical explanations for why
cavity volume and mobile defects alone may not account
for the potential preference of benzene to egress through
the FGHI pocket in the aMD simulations.

Electrostatic changes of the protein surface over the tra-
jectory, characterized by the adaptive Poisson-Boltzmann
solver (APBS) (39), reveal that electrostatic surface poten-
tials may play a role in benzene binding and release.
Fig. 4 shows electrostatic potential of the protein surface
at trajectory snapshots in which various cavity openings
occur, namely between the DFG-helices (a benzene ingress
site (46,47), the FGHI-helices (benzene egress site), the HJ-
helices, and between the four-helix bundle were analyzed
with the APBS (Fig. 4; Fig. S9). The electrostatic potential
maps illustrate that all other cavity openings are more apolar
than the FGHI pocket through which benzene egresses
(Fig. 4, A–C). In fact, the FGHI surface has a positive elec-
trostatic potential (blue, Fig. 4 B).

The slight positive electrostatic potential of the FGHI
pocket is due to local F-helix unwinding that exposes back-
bone amides at the pocket surface. Moreover, although other
cavities have charged residues closer to the aqueous surfaces,
gbenzene exit and comparisons to ground state. F114X1 (black) andJ (blue)

nd S117, and back-calculated chemical shifts for the Ca of F114 and V103

ulation (column A), for the simulation with benzene egress (column B),

n C) performed on Anton (15). On the right of each figure are shown the

the ground-state and excited-state values asmeasured in the crystal structures

1 distance between the backbone of G110 to F114 and G113 to S117. The

, respectively, for F114, V103, and V111. These chemical shifts represent

r the L99A mutant. To see this figure in color, go online.

Biophysical Journal 116, 205–214, January 22, 2019 209



Feher et al.
the FGHI cavity becomes more hydrophobic as the distance
from the center of the protein increases (Fig. S9). This subtle
change in hydrophobicity could be what enables benzene to
escape from the buried cavity because benzene pauses on
its egress at this hydrophobic surface at around 26,000
aMD time steps. The change in surface charge of the buried
cavity is accompanied by, or perhaps due to, a shift in the
location of the cavity closer to theH- and J-helices. It is there-
fore possible that themere opening of a path between the core
and surface is not sufficient for benzene egress as it is for ben-
zene ingress.

Water density at these different surfaces is also likely to
be impacted by the electrostatic potential and in turn affect
the benzene egress through these surfaces. When the DFG
pocket opens at �24,000 aMD timesteps in the unproduc-
tive holo simulation (Fig. S4), a large increase in the number
of waters in the first and second water shell occurs, possibly
combating benzene partitioning to the surface and aqueous
interface of the protein. Conversely, when L99A transitions
to the excited state, the water shell around the FGHI pocket
decreases, likely in part due to the low electrostatic potential
on the surface of the FGHI pocket opening, enabling ben-
zene to partition to the surface.
WT* T4 lysozyme samples similar yet attenuated
plasticity relative to the cavity-expanded mutant

aMD simulations on WT* lysozyme were conducted for
comparison to aMD simulations on apo L99A and ben-
zene-bound L99A. Concerted motions seen in WT* simula-
tions are reminiscent of those seen for the benzene-L99A
complex (Fig. 5, A and B). Unlike in L99A, fluctuations
within the WT* protein quickly relax back to the ground
state. The native cavity at A99 is too small to accommodate
F114 in WT* with a 30 Å buried cavity (16). Rather, in wild
type, the concerted motions serve to open the groove be-
tween the F/G-, H-, and I-helices, the same groove that binds
the peptide portion of the peptidoglycan substrate of T4
lysozyme (Fig. 5, C and D). These motions are also
concerted with changes in the number of waters around
the water shells around the FGHI pocket, the DFG pocket,
the four-helix pocket, and the HG pocket, just as was seen
in the productive excursion of benzene from the L99A cav-
210 Biophysical Journal 116, 205–214, January 22, 2019
ity (Fig. S10). In particular, a sharp decrease in the FGHI
pocket is followed by a prolonged decrease in water number
around the DFG pocket at 7500 aMD time steps in one of
three WT* apo simulations.
DISCUSSION

Here, our results demonstrate the ability of all-atom
explicit-solvent aMD simulations to traverse the energy bar-
riers that allow benzene egress from the L99A mutant of T4
lysozyme. These simulations identify benzene egress
through the L99A excited state, tracing a path out of the
buried cavity that mirrors the path that the phenyl side chain
of F114 travels in the transition from the ground to excited
state. Although only one ligand-unbinding event was wit-
nessed in the triplicate trajectories and thus sampling for
this event is singular, this observation is consistent with
the experimental timescales for both of these events being
‘‘rare’’ compared to the MD timescale. Specifically, both
the ground to high-energy state exchange for apo L99A
lysozyme and the benzene koff occur on the millisecond
timescale (16,19).

The observation of benzene egress in aMD simulations
affords us an understanding of the conformational details
associated with the event without biased constraints to spe-
cific protein or ligand residues. We find the conformational
details simulated recapitulate the same torsional and back-
bone changes as those observed in unbiased long-timescale
conventional MD that simulated the transition from ground
to excited state for apo L99A (15) and that both agree with
experimental conformational parameters. In this study, the
transition is accompanied by F/G-helix unwinding and re-
folding into a single helix, resulting in calculated chemi-
cal-shift differences between benzene-bound and unbound
states that are consistent with NMR chemical-shift differ-
ences between ground and excited states from experiment
(Fig. 3) (16). Concerted torsion angle changes in buried res-
idues (V111, F114, and L133) are also observed in both
accelerated (holo) and Anton (apo) simulations. Perhaps
the only notable exception to the similarity in the conforma-
tional changes observed for benzene egress is a torsion flip
of W153 at the very onset of the egress that may allow the
room for benzene to slide past F114. These results suggest
FIGURE 4 Electrostatic surface potential of

L99A holo pockets. Electrostatic potential

(blue ¼ þ8, red ¼ �8, VMD (35)) of the pocket

formed at (A) the HJ pocket (B), the FGHI pocket,

and (C) the DFG pocket opening at the �24,000

time step in the unproductive holo simulation

(Fig. S8 A), as calculated with APBS (see Methods).

To see this figure in color, go online.



FIGURE 5 WT T4 lysozyme transition from ground state to a high-energy-like state. (A) Concerted side-chain motion and backbone breakages occurring

at �2600 aMD time steps for the same residues as involved with ground state to high-energy state transition in L99A mutant. (B and C) Structures from the

crystal structure (green) compared to the high-energy-like state (cyan) for F114, L133, F153, and V111. (D) Helices F, G, H, and I in the ground state (cyan)

and WT* high-energy-like state (orange) with the peptidoglycan substrate (purple). To see this figure in color, go online.
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that the benzene off pathway requires a greater degree of
conformational cooperativity than the benzene ingress
pathway, an observation consistent with the difference in
the kon and koff rate constants for benzene differing by
approximately three orders of magnitude.

Recently, a number of T4 L99A dynamic simulation
studies have investigated the benzene egress (23,48),
including one study in which application of ABMD sug-
gested that the major path of ligand egress occurs through
the FGHI pocket (48). In these studies, as in our simula-
tions, multiple tunnels or potential paths are observed
for the ground-state ensemble. Nunes-Alves and col-
leagues (23) have applied high-temperature MD simula-
tions and observed similar tunnels as reported for apo
L99A Anton simulations, including four distinct pathways
for benzene egress. Additionally, multiple paths for ben-
zene unbinding were possible in the ABMD study. These
studies suggest egress mechanisms that are largely
controlled by local conformational changes that provide
a suitable volume for benzene to escape. Our study differs
from those previously reported because these similar tun-
nels did not provide productive egress; rather, only the
excited-state conformational ensemble allowed egress
through the FGHI pocket path.
The findings here suggest that the substate’s surface elec-
trostatic potential allows benzene to partition first to a
neighboring hydrophobic surface positioned at the FGHI
cavity opening, followed by the structural rearrangement
to the high-energy state that creates a more polar surface
that allows benzene to escape into the aqueous environment.
In a related T4 lysozyme cavity mutant, L99G, the FGHI
path forms a contiguous path to the cavity formed by the
mutation site and more polar pocket (Fig. S11); one in
which solvent crystal waters are observed to populate the
FGHI pocket (50) and highlighting the potential for solva-
tion differences in this region as a result of subtle conforma-
tional changes relative to native lysozyme. Although others
have noted the importance and likelihood of the FGHI as the
benzene egress path (48) based on the deformability of this
region upon binding a series of increasing sized congeneric
series of ligands (45) and inherent flexibility of the F-helix
and V111 in lysozyme, or through direct observation by
ABMD simulations of benzene dissociation (48), our obser-
vations for the electrostatic surface consequences caused by
the structural changes associated with the ground state to
excited state transition enhances our understanding of the
selectivity of benzene egress for the FGHI path relative to
other tunnels identified here and elsewhere.
Biophysical Journal 116, 205–214, January 22, 2019 211



Feher et al.
It does not appear that benzene induces the conforma-
tional changes in L99A because identical motions and
tunnels or potential pathways are seen for previously pub-
lished apo L99A simulations (15,48). These identical mo-
tions and tunnels suggest that the experimental off rate is
a consequence of the rate required for cooperative motions
to sample the sparsely populated higher-energy state. Addi-
tionally, the L99A mutant does not elicit a completely
unique set of dynamics but rather appears to exaggerate
the breathing and quaking motions (51) intrinsic to WT.
In WT T4 lysozyme, the dynamics observed in the F-helix
and surrounding residues may be important for the thread-
ing of the peptide portion of peptidoglycan out of the active
site cleft as part of the enzymatic mechanism of T4 lyso-
zyme (52) and substrate processivity. These results have im-
plications for the design of new proteins from WT proteins
and for the engineering of dynamical motions in protein
interiors through enlargements of cavities near dynamic
protein residues.

In an era in which various enhanced sampling methods
are being tested for elucidation of rare, long-timescale coop-
erative conformational events, the aMD employed here was
suitable for recapitulating a rare conformational event that
occurs on the millisecond timescale experimentally. The
aMD approach has been shown to at times produce unreli-
able free-energy estimates (53), but it has also recapitulated
important millisecond-timescale protein conformational dy-
namics and ligand binding and unbinding events for an array
of proteins (21,54–56). Additionally, the dynamics reported
here with the aMD approach aligns with previous unbiased
(conventional) Anton simulations that captured the rare
transition to the excited T4 lysozyme state for the apo pro-
tein (15). Of interest, both of these simulations were allowed
to sample relevant states through cooperative motions that
could not be easily defined by a few collective variables
through the I0.36 intermediate state previously reported be-
tween the ground and excited states (48). It thus appears
that for this mutant protein system, enhanced sampling
methods that depend upon the definition of a few collective
variables and simulations at higher temperatures cannot
adequately capture the rare conformational events necessary
for ligand unbinding because the mechanism was not known
a priori.

Finally, although multiple other pathways for benzene
out of the L99A buried cavity likely exist (23), the rates
of benzene binding to and from the same pockets differ
by orders of magnitude (16,19,49). Additionally, given
the experimentally determined slow rate of ligand egress,
it is unlikely that benzene exits from multiple pathways
that are accessible to the ground state unless benzene
exit from these other pathways does not adhere to path
symmetry. Although path symmetry is known to hold for
ligand binding and unbinding events, this can be violated
if one of the end states consists of multiple substates
(57). Such is the case here for the benzene egress through
212 Biophysical Journal 116, 205–214, January 22, 2019
the FGHI pocket opening because this egress pathway cul-
minates in the excited state of L99A, which is known to
consist of multiple substates. In summary, we do not sug-
gest that benzene only egresses from the FGHI pocket, but
rather that benzene egress is most probable through the
FGHI pocket excited state, as has been seen previously
(48), and this is likely due to the electrostatic potential
and concerted defects in the buried cavity through this
pathway.
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