Application of Machine Learning Methods to Predict Non-Alcoholic
Steatohepatitis (NASH) in Non-Alcoholic Fatty Liver (NAFL) Patients

Suruchi Fialoke, Ph.D.!, Anders Malarstig, Ph.D.!, Melissa R Miller, Ph.D.!, Alexandra
Dumitriu, Ph.D.!
'Pfizer, Cambridge, MA, USA

Abstract Non-alcoholic fatty liver disease (NAFLD) is the leading cause of chronic liver disease worldwide. NAFLD
patients have excessive liver fat (steatosis), without other liver diseases and without excessive alcohol consumption.
NAFLD consists of a spectrum of conditions: benign steatosis or non-alcoholic fatty liver (NAFL), steatosis accom-
panied by inflammation and fibrosis or nonalcoholic steatohepatitis (NASH), and cirrhosis. Given a lack of clinical
biomarkers and its asymptomatic nature, NASH is under-diagnosed. We use electronic health records from the Optum
Analytics to (1) identify patients diagnosed with benign steatosis and NASH, and (2) train machine learning classifiers
for NASH and healthy (non-NASH) populations to (3) predict NASH disease status on patients diagnosed with NAFL.
Summarized temporal lab data for alanine aminotransferase, aspartate aminotransferase, and platelet counts, with
basic demographic information and type 2 diabetes status were included in the models.

Introduction

Non-alcoholic fatty liver disease (NAFLD) is one of the most common chronic liver diseases globally, with an esti-
mated prevalence of around 25%'~3. NAFLD is marked by the presence of excessive hepatic steatosis (5% or more
liver fat by weight) in patients with limited alcohol consumption and without other liver disease etiologies®>. From a
benign stage of excessive hepatic steatosis or non-alcoholic fatty liver (NAFL), patients can progress to non-alcoholic
steatohepatitis (NASH), cirrhosis, and hepatocellular carcinoma (liver cancer)>*>. NAFL is defined as the presence
of > 5% steatosis without evidence of hepatocellular injury in the form of hepatocyte ballooning, whereas NASH is
defined as the presence of > 5% steatosis and inflammation with hepatocyte injury (e.g. ballooning), with or without
any fibrosis. Upon development of advanced fibrosis, up to one third of NASH patients may progress to liver cirrhosis
and other liver-related complications, such as liver cancer®*>. NASH has been recognized as one of the leading causes
of cirrhosis in adults in the United States, and NASH-related cirrhosis is currently the second indication for liver trans-
plants in the United States>*>. NASH is also linked to increased risk of mortality from cardiovascular diseases and
cancers, likely due to its multi-system involvement, including a strong association with the metabolic syndrome?>~".

Despite the significant health burden of NASH, this disease is under-diagnosed due to lack of clear patient symptoms
and lack of reliable biomarkers. Elevated alanine aminotransferase (ALT) and aspartate aminotransferase (AST) levels
are the predominant finding in patients with NAFLD/NASH, but they do not correlate very well with disease progres-
sion.® Several fibrosis and steatosis scoring techniques combine various laboratory-based parameters to facilitate the
identification of NASH. The NAFLD fibrosis score (NFS) and the fibrosis-4 index (FIB-4) - recommended by the
American Association for the Study of Liver Diseases, 2017 - are two widely accepted fibrosis scoring techniques and
are often used to identify NASH patients with advanced fibrosis.> Amongst the array of composite scores available to
the clinician, the NFS and FIB-4 stand out in having a high diagnostic ability for advanced fibrosis (Area Under the
Receiver Operating Characteristic Curve or AUROC of 80-85%), as compared to the other scoring systems, and have
the advantage of using readily available clinical and biochemical parameters®. However, there is a need to intervene
early and identify NASH patients with less extent of fibrosis, as various lifestyle changes can reverse the course of
fatty liver disease’. Additionally, NAFLD takes place over a long period of time and none of these scores utilizes
any longitudinal information for laboratory parameters in assessment of this liver condition. As a consequence, these
scores are potentially missing valuable longitudinal disease signals and could be prone to erratic changes in considered
lab values due to events such as medications and acute infections.

Increased access to patients’ electronic health records (EHRs) for research purposes has facilitated large-scale obser-
vational and machine learning studies in different disease areas, including NAFLD> 71914, EHR databases contain
records of patients’ basic demographic information, diagnoses codes and procedures, lab values and medication pre-
scriptions, and can provide access to longitudinal history of patients’ biomarkers. While several studies have utilized
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patients’ longitudinal history for prediction of different outcomes'>~!7, there is a lack of machine learning (including

deep learning) studies utilizing temporal characteristics of patients to gain insights into NAFLD.

In this study, we use one of the largest United States-based electronic health records resources, provided by Optum
Analytics, to (i) create class-balanced cohorts of patients diagnosed with NASH and patients without liver-related
diseases (‘Healthy’), (ii) perform supervised classification of NASH and Healthy cohorts by including as features
basic demographic characteristics, type 2 diabetes status, and statistical summaries of temporal lab data (e.g. temporal
mean) for ALT, AST, and platelet counts, and (iii) use the top performing model (see Table 3) to predict actual health
status of a third cohort of patients, with benign fatty liver (NAFL).

Methods

Cohort Selection

Healthcare Data: Optum’s Integrated Claims-Clinical dataset combines administrative claims and clinical data from
providers across the continuum of care. Optum’s longitudinal clinical repository is derived from more than 50 health-
care provider organizations in the United States, that include more than 700 hospitals and 7000 clinics, treating more
than 80 million patients receiving care in the United States. Optum’s dataset is statistically de-identified under the
Expert Determination method consistent with HIPAA and only de-identified Electronic Health Record (EHR) data
was provided by Optum for this research. The Optum EHR database contains information of labs, medication and di-
agnoses from general practitioners, specialty care and hospitalizations in the years of 2007-2017; medical conditions
are recorded using International Classification of Diseases, Ninth and Tenth Revision (ICD-9 and ICD-10) codes.

Our analyses were limited to adult patients with availability of at least 3 and at most 200 observations of alanine
aminotransferase, aspartate aminotransferase, and platelet counts each in their lab records; 200 is an arbitrary cut-off
to exclude patients with long-term hospitalizations and extreme cases of NAFLD. For each patient, in each of their
reported observation (3 < nqps < 200), the ALT, AST and PLT had to be taken on the same date to be included in
our study. Patients with a diagnosis code of alcohol abuse (e.g ICD-10: F10.*, ICD-9: 305.%), alcoholic liver disease
or other confounding liver diseases (such as hepatitis, autoimmune diseases) were excluded based on expert clinical
guidance. We also excluded 2,300 patients with the most severe form of NAFLD, Cirrhosis, given by the ICD-9 code
571.5’ (described as NAFLD/Cirrhosis & Cirrhosis of liver without mention of alcohol). The final analytical sample
and details on the inclusion/exclusion criteria for patients in our study are described in Figure 1. As seen in Table 1,

Total patients in Database, N = 86 Mn UN":;?EZL‘:'C‘ROUP
Adults with 1+ observations of AST, ALT & Platelets * Age >= 18 years
e AST, ALT & PLT observations taken on same
N =23.16 Mn d
ate
With 3+ observations of AST, ALT & PLT e Each AST & ALT value is between 0-1000 u/!
N = 8.45 Mn ® 3-200 observations of AST, ALT & PLT
W/o alcohol abuse and e Patients with 1+ NAFLD code [N = 369,488 (5.1 %)]
confounding liver dx codes ¢ Patients w/o any code of NAFLD, ‘Healthy’ [N = 6.89 Mn
N= 7.26 Mn (94.9%)]
Study

e Cases: ‘NASH’ [N =17,359]
e Controls: ‘Healthy’ [N = 17,590] (randomly subsampled)
o At Risk: ‘NAFL’ [N = 73,190]

Cohort
N=100 K

Figure 1: Cohort preparation from United States-based electronic health records (EHRs) provided by Optum

there are specific ICD codes that describe various stages of NAFLD; the ICD-10 codes are specific to NAFL (K76.0)
and NASH (K75.81), whereas the ICD-9 codes are more ambiguous and could represent either NAFL or NASH. Based
on the ICD codes outlined in Table 1, the cohort labels were obtained as

1. Cases, ‘NASH’ (N = 17,359): Patients with at least 1 instance of the NASH specific code (K75.81) and one
instance of any NAFLD code from Table 1

431



Table 1: International Classification of Diseases, Ninth and Tenth Revision (ICD-9 and ICD-10) codes specific to
NAFL & NASH

Code Code Version Disease Stage Code Description

K75.81 ICD-10 NASH Nonalcoholic Steatohepatitis (NASH)

K76.0 ICD-10 NAFL Fatty (change of) liver, not elsewhere classified

571.8 ICD-9 NAFL/NASH  Other chronic nonalcoholic liver disease

571.9 ICD-9 NAFL/NASH  Unspecified chronic liver disease without mention of alcohol

2. Controls, ‘Healthy’ (N = 6,891,092): Patients with zero occurrence of liver related diagnosis codes - healthy is
only in the context of liver related conditions

3. AtRisk, ‘NAFL’ (N =73,190): Patients diagnosed with at least one instance of the ICD-10 code for benign fatty
liver NAFL (K76.0), but none for NASH.

Since there are only 5% positive samples of NASH in our population of interest, and models trained on such im-
balanced populations tend to achieve poor predictive accuracy in the minority class'®, we randomly sub-sampled the
healthy cohort to approximately match the number of NASH cases.

Table 2: Cohort Characteristics

Cases (NASH) Controls (Healthy) At Risk (NAFL)

Count 17,359 17,590 73,190
Female: n (%) 10,203 (58.78) 10,524 (59.83) 44,173 (60.35)
Age, years: mean (SD) 57.60 (13.43) 61.36 (18.34) 57.30 (14.65)
Race: n (%)

e Caucasian 14,680 (84.57) 18,576 (77.79) 60,702 (82.94)

e African American 690 (3.97) 2,252 (9.43) 5,891 (8.05)

e Asian 604 (3.48) 589 (2.47) 1,150 (1.57)

e Other/ Unknown 1,385 (7.98) 2,462 (10.31) 5,447 (7.44)
Diabetic, n (%) 7,926 (45.66) 3,156 (17.94) 26,703 (36.48)
Nobs: Mean, median, mode 11.03,7, 3 8.93,5,3 11.0, 6,3

Feature Selection and Preparation

Statistical summaries of temporal lab data (e.g. temporal mean) for ALT, AST, and PLT were included in the classifiers,
together with basic demographics information and type 2 diabetes status.

For each patient, we included their age, gender (male/female), race (available as Caucasians, African Americans,
Asians and Others in the database), as well as their type 2 diabetes status (Y/N) (obtained using the diagnostic codes
e.g. ICD-9: 250.00 and ICD-10: E11.9). These features were chosen based on prior epidemiological studies that
noted their effect on prevalence and incidence of NAFLD.!> Remaining features for training the machine learning
models were obtained by considering laboratory parameters routinely used in assessing NAFLD, and by considering
their prevalence and quality in our database. Specifically, we considered two non-invasive fibrosis scores available for
NAFLD/NASH, NAFLD Fibrosis Score (NFS) and fibrosis-4 index (FIB-4)?. Based on a regression formula, the NFS
uses six variables, including age, hyperglycemia, body mass index (BMI), platelet count, albumin and the AST/ALT
ratio. In its original study, with dual cut-offs, the NFS score was able to discriminate patients with advanced fibrosis
(stage 3) from patients without (stages 0-2), with an area under the receiver operating characteristic curve (AUROC) of
0.82 (95%, CI1 0.76-0.88)"°. Despite employing only the AST, ALT and platelet counts, the FIB-4 is known to provide
AUROC comparable to the NFS, but higher than various other scoring systems®. Except for BMI and albumin values,
which were only available for approximately 70% of the study population, all other components used in the NFS and
FIB-4 scores (ALT, AST, PLT, age, AST/ALT ) were readily available in our database. Additionally, we had access
to over 8 million patients with multiple observations, n.,s > 3, of AST, ALT and platelet counts (See Figure 1). For
each patient, valid observations required availability of AST, ALT and PLT on the same day; if multiple observations
of a lab were available on the same day, the one with the latest timestamp was picked. To keep the machine learning
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models and features clinically interpretable, we incorporated temporality by utilizing the statistical summaries of lab
values as features, as opposed to feeding entire temporal sequences to the model. For each patient, we employed the
following features (total of 23) to the machine learning models (see Figure 2):
e Demographics: Age, gender and race
e Type 2 diabetes status: Y/N
e Temporal Summaries: Number of valid observations (nops), mean, minimum, maximum and most recent of
ALT, AST, AST/ALT and PLT values available for each patient, Age_latest (Age in most recent lab result ) and
Longitudinal_history (= age in most recent lab result - age in oldest lab record).

Features (From EHR) Labeled NASH (N=17K, 50%) 5-fold cross validation to
O Gender, Age, Race and Healthy examples assess models
O n,,, (number of ALT, AST & PLT available) 1B | ‘ | ‘t -
O Most recent, max, min and mean of ALTs ; : : II : : : 2y
U Most recent, max, min and mean of ASTs .l : : : : e
U Most recent, max, min and mean of AST/ALT 5 | J I \ ] ‘
U Most recent, max, min and mean of PLT
U Age in most recent lab, longitudinal history Machine Learning s
Q Diabetes (Y/N) Models O
Time 2> t; t, t3 t, | by Nyps | Mean Max Min
Deploy Chosen Model

AST X4 X5 X3 Xy 4 2% [ Nops Max({x;}) Min({x;})
ALT Y4 Yo Y3 Y4 4 2Yi [ Nops Max({y;} Min{{y;})
AST/ALT | x.ly; | xof X3/ X4/ 4 Z(xily;) /] Max({x;/y;}) | Min({x;/y; })

Y2 Y3 Ya Nobs o
PT |z |z |z |z 4 [ 52ine M) [ M) | et NAt o

Figure 2: Features employed in supervised machine learning models for NASH

Due to the high prevalence of all selected features in the cohort, there were no missing values present in our data. We
employed the popular ‘standard normalization’ to all the non-categorical features (all features except gender, race and
diabetes status); standard normalization makes the values of each feature in the data have zero-mean and unit-variance.

Data Analytics and Machine Learning Infrastructure

The EHR data obtained from Optum are de-identified and stored in the Teradata format. We used an Amazon Web
Services Elastic Compute Cloud (AWS EC2) instance of Dataiku (version 4.1.1) running a MapR distribution (D2.8x
large, 36 cores). The pre-processing and cleaning of data were done using Apache Impala and Spark. All the machine
learning models were implemented through scikit-learn (version 0.19.1), an open source machine learning library for
the Python programming language.

Supervised Machine Learning Model Selection

We employed 4 popular machine learning models, Logistic Regression?’, Decision Tree?!, Random Forest*?, and
XG-Boost,? to create NASH classifiers. The classifiers learnt functions that mapped features of a patient (Figure 2)
to the probability that a given patient belonged to the class NASH. The top performing classifier was then used for
mapping new examples from the NAFL cohort into NASH/Healthy categories. A classifier’s evaluation is most often
based on its prediction accuracy, the percentage of correct predictions divided by the total number of predictions. This
accuracy needs to be obtained with examples the classifier was not trained on (usually referred to as out-of sample
accuracy). One of the commonly used practices in reporting a model’s performance is the train-test split method: split
the data randomly to create a training set (usually 70-80%) for model training and a test set for reporting the model’s
performance or accuracy.?*->*+2 However, with this approach, the model’s evaluation can have a high variance, as it
heavily depends on how the split was performed and on sampling biases.

433



K-fold Cross Validation: In a more robust technique, known as k-fold cross-validation, the training set is divided
into k£ mutually exclusive and equally-sized subsets, and for each subset the classifier is trained on the union of all
other subsets.2* The average of the error rate of each subset is, therefore, an estimate of the error rate of the classifier.
Every data point gets to be in a test set exactly once, and gets to be in a training set k-1 times. The variance of the
resulting estimate is reduced as k is increased. We employed the k-fold cross validation technique, using 5 folds to
report accuracies and for comparing multiple supervised machine learning models.

Performance Metrics: A classifier produces a probability that a given object belongs to a class (e.g. that NASH is
true). The threshold (or “cut-off”) is the specified probability (often 0.5), beyond which the prediction is considered
positive; if set too low, it may predict true too often, if set too high, too rarely. Based on the threshold, if the instance is
positive and it is classified as positive, it is counted as a true positive (TP), and if it is classified as negative, it is counted
as a false negative (FN). If the instance is negative and it is classified as negative, it is counted as a true negative (TN);
if it is classified as positive, it is counted as a false positive (FP). There are well established performance metrics
that can be used to compare models using the above 4 possibilities in comparing actual values to the predicted values
(TP, FN, TN and FP)*. Note that a performance metric should ideally be obtained on a test set (containing data the
model is not trained on) and in case of k-fold cross validation, the average of a metric from each test set is reported.
We employed frequently used performance measures, described below (the subscript ¢ represents that it is a cut-off

dependent measure):
e Accuracy: Proportion of correct predictions (positive and negative) in the test set, Accuracy. = %
_TP _
TP+FP
TP
TP+FN

e Precision: Proportions of positive predictions that were indeed positive, Precision, =

e Recall or Sensitivity: Proportion of actual positive values found by the classifier, Recall. =

e F-measure: Harmonic mean between Precision and Recall, F'-measure = —2

1 1T
Precisiong T Recalle

e Matthews Correlation Coefficient (MCC): Correlation coefficient between actual and predicted values (+1 =

perfect, 0 = no correlation, -1 = perfect anti-correlation), MCC, = \/(TP+FP)(T5;_~_T;V]\/_)5TP; f ;VP)(TN+FN)

e Receiver Operating Characteristic (ROC) curve: The true positive rate versus the false positive rate resulting
from different cutoffs in the predictive model. The area under ROC curve, AUROC, is a widely used metric for
performance evaluation, as it is cut-off independent.

e Logarithmic-loss (Log loss): Quantification for the accurac% of a classifier, computed by penalizing false classi-
fications. It is a cut-off independent metric given by: 3- >;_;[yilog p; + (1 — y;) log (1 — p;)]. Here, N is the
number of training samples, and, for a training instance, i, y; € {0, 1} is a binary indicator for the correct label
(1= NASH), and p; is the model’s predicted probability for NASH.

Results and Discussion

Performance of Supervised Machine Learning Models

This study focused on creating machine learning classifiers for NASH and healthy (non-NASH) populations, with
the goal to predict actual health status in patients with benign fatty liver (the NAFL cohort). We were interested
in evaluating the contribution of each model feature for NASH prediction, especially for features with longitudinal
signals (e.g. longitudinal mean of ALT values). Therefore, we included in our study interpretable models, such as
Logistic Regression and Decision Tree, together with less interpretable ensemble models, such as Random Forrest and
Gradient Boosted Trees, which can usually perform better on various metrics.?%2* The performance metrics from 4
popular machine learning classifiers, Logistic Regression?’, Decision Tree?!, Random Forest??, and XG-Boost>* are
included in Table 3. From Table 3, it is clear that while all classifiers perform well at classifying positive and negative
examples of NASH, we gain performance boost at the cost of interpretability with the XGBoost model, which shows
an AUROC of 88%.

Logistic Regression Model: Since the Logistic Regression model is a linear classifier (i.e. it computes the target
feature as a linear combination of input features), it may miss out on non-linearity inherent to the classification task
and hence, has the least impressive AUROC of 83.5%. The Logistic Regression model picks diabetes status as one of
the most important features, with highest (negative) predictive value for NASH. This finding corroborates with prior
EHR-based studies that found bi-directional association of NASH with type 2 diabetes?>. Consistent with the widely
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Table 3: Performance metrics of all the models reported as the mean (4 standard error) obtained from a 5-fold cross
validation technique. LR: Logistic Regression, DT: Decision Tree, RF: Random Forests, and XGB: XGBoost (a
gradient boosted tree model)

Threshold independent Threshold dependent (threshold = 0.50)
Model AUROC Log loss Accuracy Precision Recall F-Measure MCC

LR 0.835(0.011) 0.520 (0.012) 0.762 (0.013) 0.770 (0.020) 0.743 (0.013) 0.756 (0.01) 0.52 (0.026)
DT 0.842 (0.013)  0.492 (0.021) 0.772 (0.012)  0.786 (0.023)  0.745 (0.046) 0.764 (0.02) 0.54 (0.024)
RF 0.870 (0.010)  0.451 (0.014) 0.792 (0.010) 0.804 (0.014) 0.768 (0.010) 0.786 (0.01) 0.58 (0.021)
XGB  0.876 (0.010) 0.440 (0.016) 0.797 (0.010) 0.808 (0.015) 0.774 (0.008) 0.791 (0.01) 0.594 (0.02)

N=100%

alt_max > 46.50

P_NASH =0.49
N = 48.6% N=51.4% alt_max>46.50
& alt_avg > 42.83
Is alt_max < 46.50 -\ P_NASH =0.73
& Is diabetic: False
P_NASH = Is diabetic: True alt_avg<42.83 alt_avg>42.83
N=37% N=115% N=175% N =34%
Is alt_max < 46.50 alt_max > 46.50
& Is diabetic: False :;.Itt_avg >:§.83
& alt_max<33.5 . . istory > 0.5 yrs
P_NASH = 0.14 % alt_max > 33.50 [ birth_year>1935 Is_diabetic: False P_NASH =0.85

Figure 3: The top three branches of the Decision Tree model (with tree-depth = 5) highlights the decision making
process and the relative importance of the various variables.

popular NFS-score, the most important laboratory-based parameter identified from this model is the mean value of
longitudinal AST /ALT ratio™8.

Decision Tree (DT) Model: Decision tree is arguably one of the simplest and most interpretable non-parametric
algorithms?!. It predicts the value of the target by learning simple decision rules inferred from the data features;
the rules then form a tree, with the leaves of the tree carrying the predicted class. We performed hyperparameter
tuning for the tree-depth through grid search; a tree depth of 5 gave the best performance and was selected for this
study. Figure 3 highlights the decisions made in the top three branches of this tree and the relative importance of all
the features. Specifically, the tree selects the longitudinal maximum of ALT values as the most important feature,
followed by diabetes status and ALT_mean. While the importance of ALT_mean may lie in mitigating the effect of
erratic values, the fact that ALT_max is equally or more important, indicates the importance of temporal trends in
NASH classification.

100%

(a) (b)
feature importance o 8%
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o
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=
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Lo o ¢ 2 8 £ 2 2 ¢ = o20% XG-Boost
© s B =~ J T 5 3 w® AUROC = 0.876 (% 0.01)
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Figure 4: (a) Top 10 features obtained from the “mean decrease impurity” method of feature ranking from the Random
Forest model. (b)The Receiver Operator Characteristic (ROC) curves for the 5 test-folds for the best performing
XGBoost classifier.
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Random Forest (RF) Model: As seen from Table 3, Random forest outperforms both logistic regression and decision
tree in all metrics; however, the decision-making process is not as interpretable as for the single decision tree. A
random forest is a meta estimator that fits a number of decision tree classifiers on various sub-samples of the dataset
and uses averaging to improve the predictive accuracy and control over-fitting. When training a tree, it can be computed
how much each feature decreases the weighted impurity in a tree. For a forest, the impurity decrease from each feature
can be averaged and the features are ranked according to this measure®?. Figure 4(a) includes the list of most important
features from the random forest model.

XGBoost (XGB) Model: Gradient boosting is a technique which produces a prediction model in the form of an en-
semble of “weak” prediction models (small decision trees); XGBoost is an advanced gradient tree boosting algorithm
with support for parallel processing, regularization and early stopping, which makes it a fast, scalable and accurate
algorithm?3. The hyperparameters of the XGBoost model were tuned using a grid search optimization on 100 combi-
nations of 5 parameters. As seen in Table 3, XGBoost outperforms other machine learning models in each metric. The
ROC curve for the XGBoost model is included in Figure 4(b).

Results using alternative Healthy group: We repeated the classification task on a different set of healthy con-
trols (N=17,500 randomly selected from the population without any NAFLD ICD codes described in Figure 1).
The 5-fold cross-validation AUROCS of various models on this second control group were: LR (0.8354+0.011), DT
(0.84240.011), RF (0.87 £ 0.01), and, XGBoost (0.88 4= 0.01). As seen from Table 3, the performance of none of the
models is affected by selecting a different control group.

Performance of Models upon Excluding Longitudinal Features: We assessed the performance of various machine
learning models upon exclusion of longitudinal features (e.g. statistical summaries of AST, ALT, AST/ALT and PLT).
To predict NASH from a cohort of NASH and Healthy patients, 0.9 S oo o recer e B AT ee
these models were trained on the most recent values of AST, ALT, demo + ALT summaries

AST/ALT and platelet counts, along with demographic information
(Gender, Age, Race, Diabetic (Y/N)). As seen in Figure 5, the perfor- 0.85
mance (cross-validated AUROC) of all supervised machine learning
models in classifying NASH versus Healthy declined (by 5%) upon

exclusion of longitudinal features (red bars). Whereas, upon only 0.8
retaining temporal summaries of ALT (mean, min and max) along
with demographic features, the classifiers only slightly underper-

form (blue bars) relative to the models containing all features (green 0.75 logistic  Decision  Random  XG boost
bars); the choice of ALT for this analysis was made based on top Regression  Tree Forest
performing features in Figure 4a. Figure 5 indicates that temporal
summaries of a single lab, ALT, provide more information than only ~Figure 5: AUROC of machine learning mod-
the recent values of multiple lab values. els by including and excluding longitudinal fea-
.. tures. Demographic features (Demo: Gender,
Prediction on NAFL cohort Age, Race, l%iagetic (Y/N) were included as
As summarized in Table 3, the best performing model for NASH, features in all models).
XGBoost, had an out-of-sample (cross-validated) AUROC of 88%;
this value is higher than most of the available scoring techniques in identifying NASH patients. In this section,
we use the XGBoost model on a third cohort diagnosed with benign fatty liver (NAFL), to identify those patients
with a high probability of being at a more advanced disease stage (NASH). We used a cut-off of 0.5 while making
predictions; however, different cut-offs can be used to improve sensitivity and specificity. For instance, a cut-off of
0.25 increases the sensitivity to 92% at the expense of precision (at 68%). Out of 73,190 patients identified as NAFL,
45,797 (62.57%) were classified as NASH, while 27,393 (37.43 %) were classified as healthy (not NASH). In figure 6,
we compare the characteristics of NAFL patients classified as NASH versus NAFL patients classified as healthy. As
shown in Figure 6(a), the prevalence of type 2 diabetes is extremely high and comparable (> 45%) between the
actual NASH cohort and the NAFL cohort tagged as NASH via the classifier. This is consistent with the reported
prevalence of type 2 diabetes in NASH in multiple studies>>~’. Similarly, the reported prevalence of type 2 diabetes in
the general population is around 10-15%, consistent with prevalence of 16% in the NAFL cohort tagged as healthy via
the classifier. Since the temporal average and max of the ALT and AST values were identified as the most important

AUROC
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features by the classifier (Figure 4(a)), we also compared their histograms for the NAFL cohorts identified as NASH
or healthy in Figure 6(b). Figure 6(c) includes distributions of relevant lab-based longitudinal parameters, summarized
in the ‘Letter Value’ box-plots?® indicating the various quartiles of the distribution.

(8)1000/ " Diabetic ™ Non-Diabetic (b) o005
]
*
80% 0.04 @ Healthy
4@ NAFL: Classified NASH
60% 0.03 @ NAFL: Classified healthy
40% 0.02
20%
18%) o.o11f \
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NAFL NAFL
classified classified 0.00
NASH Healthy 0 100 200 300 400
(C) 400 alt_avg (u/l)
* @ NAFL: Classified NASH
350 # Healthy 350 @ NAFL: Classified healthy
300 300
250 250
S 200 5 200
150 150
100 100
N * —
0

L'} I’
alt_max alt_avg ast_max ast_avg alt_max alt_avg ast_max ast_avg

Figure 6: XGBoost classifier’s predictions on the Optum EHR NAFL cohort (a) Prevalence of diabetes in the NAFL
cohort classified as NASH is significantly higher than in the NAFL cohort classified as Healthy. (b) The distributions
of longitudinal average of ALT values (most important lab-based feature learnt from classifier), ‘alt_avg’, for the
NASH patients is similar to the distribution in NAFL patients classified as NASH. (c) Distributions of relevant lab-
based longitudinal parameters are summarized in the Letter Value box-plots®¢ indicating the various quartiles of the
distribution (grey lines correspond to the middle-quartiles or the medians).

Study Limitations and Future Directions

Complete data regarding patients’ alcohol intake is unlikely to be available in EHR-based resources; therefore, the
NASH cohort described in this study may include patients with a history of alcohol consumption inaccurately di-
agnosed with NASH. Since NASH is often under-diagnosed in electronic health records, there could be additional
incorrectly labeled examples in our training data, affecting the performance of the classifiers. Patient characteristics,
such as BMI (Body Mass Index) and waist circumference, are known to have associations with NAFLD?. Nonethe-
less, we have not included either of these in our current study due to heterogeneity of these variables (e.g. lack of
timely data given used lab dates, amount of data cleaning required to ensure accurate values). As opposed to using
temporal raw inputs of various labs, we used temporal summaries. This approach helped keep the features clinically
interpretable, while still demonstrating the value of EHR based resources in disease classification. This study does not
include more powerful aspects of temporality, such as slow versus fast progression of NASH, which will be part of
future studies. Finally, it would be ideal to confirm performance of our top classifier through liver biopsies, considered
the gold-standard for NAFLD identification, as ICD codes may not be as specific and sensitive?>. However, to achieve
this goal, we would need access to biopsy data, which is not available for the Optum EHR resource and would require
access to other resources.

Conclusion

Given the suboptimal diagnostic performance of isolated biomarkers (e.g. serum AST or ALT levels) for distinguishing
NASH from simple steatosis, several algorithms that combine different parameters have been developed. However,
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these algorithms rely on lab-based parameters taken at a single point in the patient’s history, potentially missing
valuable longitudinal disease signals and are prone to erratic changes in the lab values due to medications or acute
infections. Electronic health records provide a unique opportunity for employing multiple observations recorded in
the patient’s longitudinal history. We employed one of the largest US-based EHR resources (provided by Optum
Analytics) to better understand NAFLD patients. We used ICD diagnostic codes to identify NASH and Healthy
(no liver related etiology) cohorts with more than two observations of AST, ALT and platelet counts. We utilized
longitudinal statistical properties of lab-based parameters (e.g. mean of all ALT values) to create supervised machine
learning models trained on NASH and Healthy patients; the cross-validated AUROC of various models ranged from
83%-88%. Despite using fewer biomarkers, our classifiers perform better than most of the non-invasive techniques
currently in practice for diagnosing NASH?. The performance of each of our classifiers significantly declined upon
omitting the longitudinal summaries of lab values as input features, highlighting the importance of longitudinal features
in the prediction of NASH. As an application of our classifier, we employed the top classifier (XGBoost with AUROC
of 88%) to make prediction of NASH on a third cohort of benign fatty liver (NAFL) patients. Once all patients in
a database are tagged as likely to be NASH, clinicians may choose to have more frequent interactions with these
patients, confirm diagnosis via biopsy, and, when appropriate, raise awareness on upcoming treatments. Consistent
with recorded prevalence of diabetes’, the NAFL cohort classified as NASH using our model had significantly higher
prevalence of diabetes (48%) when compared to those classified as Healthy (18%).
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