
REVIEW

A review of big data applications of physiological signal data

Christina Orphanidou1

Received: 11 November 2018 /Accepted: 18 December 2018 /Published online: 9 January 2019
# International Union for Pure and Applied Biophysics (IUPAB) and Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
The proliferation of smart physiological signal monitoring sensors, combined with the advancement of telemetry and intelligent
communication systems, has led to an explosion in healthcare data in the past few years. Additionally, access to cheaper and more
effective power and storage mechanisms has significantly increased the availability of healthcare data for the development of big
data applications. Big data applications in healthcare are concerned with the analysis of datasets which are too big, too fast, and
too complex for healthcare providers to process and interpret with existing tools. The driver for the development of such systems
is the continuing effort in making healthcare services more efficient and sustainable. In this paper, we provide a review of current
big data applications which utilize physiological waveforms or derived measurements in order to provide medical decision
support, often in real time, in the clinical and home environment. We focus mainly on systems developed for continuous patient
monitoring in critical care and discuss the challenges that need to be overcome such that these systems can be incorporated into
clinical practice. Once these challenges are overcome, big data systems have the potential to transform healthcare management in
the hospital of the future.
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Introduction

The proliferation of smart physiological signal monitoring
sensors, combined with the advancement of telemetry and
intelligent communication systems, have led to an explosion
in healthcare data in the past few years. While in the past,
continuous physiological data generated from wearable sen-
sors have not been typically stored for long periods of time, in
the recent past, access to cheaper and more effective power
and storage mechanisms has significantly increased the avail-
ability of such data. Healthcare data are complex, diverse, and
rich in context, creating the grounds for the development of
big data applications for health (Roski et al. 2014; Krumholz
2014; Orphanidou and Wong 2017). Big data applications in
healthcare are concerned with the analysis of datasets which
are too big, too fast, and too complex for healthcare providers
to process and interpret with existing tools (Andreu-Perez

et al. 2015). The driver for the development of such systems
is the continuing effort in making healthcare services more
efficient and sustainable in the face of a continuously aging
world population. In order to tackle these socioeconomic chal-
lenges, scientists are working towards the development of
more intelligent healthcare systems, aiming to transform
healthcare management by cutting down costs while improv-
ing patient outcomes.

Big data and physiological signals

In 2012, healthcare data worldwide amounted to approx-
imately 500 petabytes and by 2020 the amount is
projected to be 25,000 petabytes (Roski et al. 2014).
The large quantities of physiological data, generated in
hospital and at home, have presented the opportunity to
develop data-driven approaches for improving diagnoses,
delivering best practice, and improving patient outcomes.
An important challenge is how the available data can be
interpreted in order to provide better and faster
(sometimes real-time) decision making and to improve
the standard of patient care and, consequently, patient
health outcomes (Orphanidou and Wong 2017). Via the
use of machine learning approaches, aggregate
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physiological data may reveal new information leading to
improved ways of medical diagnosis and may facilitate
dynamic online monitoring in the clinical environment
or at home. Medical decision support systems based on
Big Data/Deep Learning approaches offer the potential of
quick and effective decision making at a reduced cost
while circumventing the confirmation bias of a clinical
expert (Krumholz 2014). However, healthcare datasets,
often comprising of structured (e.g., laboratory results),
semi-structured (e.g., sensor data), and unstructured
(e.g., handwritten patient notes) data (Palanisamy and
Thirunavukarasu 2017), are often multidimensional,
noisy, and dynamically changing. This complexity makes
interpretation very difficult and requires stringent valida-
tion. In addition, incorporating these systems into clinical
practice will require not only new data sources, but also
new training and the establishment of new escalation
strategies (Krumholz 2014).

In the hospital, the electronic patient health record (EHR)
is a source of big data containing information regarding
socio-demographics, pre-existing and current medical con-
ditions, genetics, biochemical tests, and treatments
(Andreu-Perez et al. 2015). While the information
contained is rich, this vast and information-rich database
cannot be processed by a human in a high throughput man-
ner for medical decision making and is thus largely under-
used. Data analytics systems, often utilizing machine learn-
ing, are required which can help clinical staff organize the
data, identify patterns, interpret results, and set thresholds
for actions. Natural language processing is also a big data–
powered tool which can significantly contribute to the anal-
ysis of these records for semantic context. Examples of big
data analytics for new knowledge generation, improved
clinical care, and streamlined public health surveillance
have already been put into action in hospitals (Andreu-
Perez et al. 2015). Leveraging big data and building ma-
chine learning systems providing a continuous learning
mechanism with real-time knowledge production can lead
to the development of intelligent systems based on the P4
medicine principle: predictive, preventive, personalized,
and participatory (Hood and Flores 2012; Leff and Yang
2015). The HVITAL (Hospital surveillance, monitoring
and Alert) system, functioning in the Sao Paolo Hospital
since 2012 (Almeida 2016), is an example of a novel ana-
lytics platform which leverages all the big data that is stored
in the EHRs in real time and applies advanced and fast
analytics on top of this information in order to provide de-
cision support to the clinicians. The system calculates and
produces over 600 key performance indicators (KPIs)
which are not only clinically related but also provide
management-level insight for improving hospital opera-
tions. By being able to search through millions of patient
records quickly, the HVITAL system provides real-time

insight to the hospital staff through desktop dashboards
and goes even further by constantly monitoring a series of
physiological signs from every patient throughout their stay
and applying intelligent predictive algorithms for the early
identification of patients-at-risk, presented as yellow and
red alerts and leading to interventions. An approach often
utilized for providing such alerts is that of novelty detection
(Pimentel et al. 2014) which is a machine learning approach
used in situations where a lot of data is available of the
Bnormal^ state and very few of the Babnormal.^ Often
modeled as a one-class classification approach, novelty de-
tection techniques have been applied in the clinical context
for providing early warning of deterioration in the emergen-
cy department (Wilson et al. 2016), the ICU (Ghassemi et al.
2015), and for post-operative patients (Clifton et al. 2014;
Pimentel et al. 2013). Gaussian processes have also been
extensively used for dealing with noisy and unreliable phys-
iological data (Dunitz et al. 2015) including in the ICU
(Pimentel et al. 2016). As reviewed in Leff and Yang
(2015), in addition to applications in the early warning of
deterioration in continuous monitoring, medical decision
support systems have also been proposed for many other
applications including to assess and improve protocol ad-
herence (Klann et al. 2013), for medication reminders (Nair
et al. 2010), to improve screening (Wagholikar et al. 2012),
and to predict hospital readmission (Futoma et al. 2015).

Applications in continuous patient
monitoring

The overarching principle of big data analytics applications in
patient monitoring systems is the use of either continuous
physiological waveform data, derived vital sign information
from different and disparate sources, or combinations of the
two, in order to provide early warning of deterioration. Most
patient monitoring systems used until now have relied on a
single source of information (such as a single vital sign) and
have resulted to the phenomenon of Balarm fatigue^ whereby
the clinical staff becomes desensitized to and ultimately ignore
alerts from the monitoring systems (Orphanidou et al. 2015).
Big data applications have created the opportunity to develop
improved and more comprehensive early warning mecha-
nisms by fusing different sources of information such as mul-
tiple simultaneously collected vital signs, as well other clinical
information (of different phenotypes), the aggregation of
which provide a more comprehensive overview of a patient’s
health status. In addition to improving the accuracy of alerting,
this has created the opportunity of studying the interactions
and correlations among multimodal clinical time series data or
waveforms (Belle et al. 2015) for gaining clinical knowledge.

In the context of in-hospital monitoring, a vast amount of
physiological data in short periods of time is produced in
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intensive care units (ICU) where patients are continuously
wired into multiparameter monitors which record waveforms
and provide periodic measurements of vital signs such as heart
rate (HR), respiratory rate (RR), peripheral arterial oxygen
saturation (SpO2), arterial blood pressure (ABP), and temper-
ature (T). In addition to data from bedside monitors, data from
EHRs, and medication pumps, as well as ventilation data, can
be exploited for the development of big data applications for
continuous patient monitoring and medical decision support.
The potential for developing such systems in the ICU envi-
ronment has been widely recognized and a number of studies
have appeared in the literature proposing big data approaches.
The main thesis of most studies is that the complexities char-
acterizing critical illness (often with comorbidities) cannot be
adequately addressed using traditional approaches (e.g., single
drug interventions), and perhaps the use of big data–driven
data fusion approaches is more suitable (Johnson et al. 2016;
Sanchez-Pinto et al. 2018). Examples of big data applications
in critical care include a scalable infrastructure for developing
a patient care management system which combines static and
continuous data monitored from critically ill patients in the
ICU for data mining and alerting medical staff of critical
events in real time (Han et al. 2006), a system to predict in-
creased intracranial pressure in the ICU (Güiza et al. 2013), as
well as a system developed for a neonatal ICU which utilized
streaming data from EEG monitors, infusion pumps, cerebral
oxygenation monitors, etc. to provide medical decision sup-
port (Bressan et al. 2012). One of the first studies involving
ICU patients utilized data from 250,000 hospital admissions
and built predictive models based on logistic regression to
estimate ICU transfer, cardiac arrest, or death in ward patients
(Churpek et al. 2014). A follow-up study by the same authors
replaced logistic regression with more sophisticated machine
learning approaches such as random forests and gradient
boosting techniques to improve the predictive performance
for early detection of deterioration (Churpek et al. 2016).
Mortality rate was also accurately predicted by Joshi and
Szolovits (2012) using data from the Multiparameter
Intelligent Monitoring in Intensive Care (MIMIC) database
(Johnson et al. 2016) on Physionet (Goldberger et al. 2000).
To achieve an AUC of 0.91, the authors employed cluster-
ing techniques, dividing patients into organ-specific patient
state. Using the same database, Pirracchio et al. (2014) com-
pared the performance of 12 different mortality prediction
algorithms (parametric and non-parametric) to accurately
predict mortality and concluded that an ensemble technique
using a weighted output of several machine learning algo-
rithms (the Superlearner) gave the best predictive perfor-
mance with an AUB of 0.88.

Databases, such as the MIMIC III (Multiparameter
Intelligent Monitoring in Intensive Care) (Johnson et al.
2016), containing physiologic signals and vital signs time se-
ries captured from patient monitors, as well as comprehensive

clinical data obtained from hospital medical information sys-
tems, for tens of thousands of intensive care unit (ICU) pa-
tients, have created the opportunity for researchers to work
towards the development of big data applications for knowl-
edge discovery. The MIMIC database has thus been used for
applications such as finding similarities among patients within
the selected cohorts (Lee and Mark 2010), or to develop sys-
tems that fusemultiple waveform information to develop early
predictors of cardiovascular instability in patients (Sun et al.
2010). A combination of multiple waveform information
available in the MIMIC II database was also utilized to devel-
op early detection of hemodynamic instability in patients (Cao
et al. 2008). Other big data applications using physiological
signals include a system estimating cardiac output using pulse
contour analysis (Attin et al. 2015), a system detecting hypo-
volemia using photoplethysmography data (Roederer et al.
2015), and a system for predicting hyperlactemia using com-
bined physiological data (Dunitz et al. 2015).

Outside the clinical environment, there is a rise of
consumer-grade wearable sensors that provides the opportu-
nity for the development of big data applications using phys-
iological sensor data. These sensors make traditional physio-
logical monitoring devices smaller, cheaper, and more porta-
ble. Systems have been proposed to combine ECG parameters
from telemetry with demographic information including med-
ical history, ejection fraction, laboratory values, and medica-
tions to provide an in-hospital early detection system for car-
diac arrest (Sun et al. 2010). However, similar to clinical ap-
plications, combining information simultaneously collected
from multiple portable devices can become challenging. The
variety of fixed as well as mobile sensors available for data
mining in the healthcare sector and how such data can be
leveraged for developing patient care technologies are sur-
veyed by Sow et al. (2013).

Challenges

Despite the big momentum experienced by the application of
big data in healthcare, before big data systems can be applied
to real-life clinical problems, a number of challenges need to
be overcome. Technical challenges that need to be overcome
relate to data quality and analysis and while not unique to
healthcare, the acquisition of data from human patients brings
additional challenges that do not occur in many other fields
(Orphanidou and Wong 2017). One challenge is the analysis
of datasets with missing or corrupted data which is a frequent
occurrencewhen dealing with data collected from humans and
which, if left unrecognized, may skew or corrupt the analysis
and lead to inaccurate decision making. In the context of data
collected from wearable sensors, these issues may simply re-
sult from an incorrectly attached sensor or movement. To re-
duce corrupt data, sensors need to be improved in terms of
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their ergonomics and attachment strategies. Non-contact vital
sign monitoring (Tarassenko et al. 2014) may provide a solu-
tion to this problem. If corrupt data has been collected, and
cannot be discarded, techniques such as data imputation
(Tarassenko et al . 2006) and qual i ty assessment
(Orphanidou 2018) may provide a solution. Another chal-
lenge in the utilization of physiological data in big data
healthcare applications is the issue of integrating heteroge-
neous data sources. While data fusion, i.e., the processing of
information from several different source of data, has been
widely used for providing a more holistic view of the prob-
lem and for corroborating measurements when quality is-
sues exist, the process of integrating data sources in big data
applications is very difficult. Feature selection techniques
(reviewed by Saeys et al. 2007) and data fusion techniques
such as Kalman filters (Durrant-Whyte and Henderson
2008) and Multiple Kernel Learning (MKL) (Hu et al.
2009) have been proposed in the literature as ways of en-
abling the integration of multiple data sources simulta-
neously, but more work is needed such that maximum value
can be extracted from simultaneously collected physiologi-
cal datasets. Techniques based on Multi-Task Gaussian
Processes (MTGP) have also been proposed for dealing
with datasets which are noisy, incomplete, sparse, heteroge-
neous, and unevenly-sampled (Ghassemi et al. 2015;
Dürichen et al. 2015). In addition to this, sophisticated and
low-cost storage and processing mechanisms need to be put
into place, which facilitate rapid data pull and commits
based on analytics demands (Belle et al. 2015). A number
of governance challenges additionally need to be overcome,
such as issues relating to the establishment of appropriate
data protocols and standards and data privacy issues
(Andreu-Perez et al. 2015). Data compartmentalization is
another issue which concerns the fact that data collected
from multiple devices are often stored in different databases
which need to be linked for the development of holistic big
data applications (Johnson et al. 2016). A variety of legal
and ethical concerns need to be addressed for this linkage to
be done effectively and this often includes the need for co-
operation between competitive system manufacturers
(Orphanidou and Wong 2017).

In addition to analysis and quality-related challenges,
the adoption of big data techniques in real-life clinical
applications poses a number of operational challenges. It
requires the development of new clinical practices and
ways of thinking. Big data approaches relying on ma-
chine learning and data mining require the acceptance
of searching for patterns without knowing what might
emerge (Krumholz 2014). This approach differs greatly
from the classic scientific approach of starting with a
specific research question and requires stringent
methods for validating findings to ensure credibility
and statistical significance.

Conclusion

For big data applications to find their route to clinical practice,
the biggest challenge that lies ahead is the need for the devel-
opment of new skills, new ways of thinking, and new ways of
inferring knowledge, as well as new reaction and escalation
mechanisms within the clinical setting. Research activity in
the area of big data applications in healthcare should therefore
not only be limited to the technical implementation of such
systems but also to the appropriate mechanisms for integration
into clinical practice. Once this challenge is overcome, big
data applications have the potential to have a huge impact
not only on clinical research but also on the health outcomes
of the general population.
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