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Mutations accumulate within somatic cells and have been pro-
posed to contribute to aging. It is unclear what level of mutation
burden may be required to consistently reduce cellular lifespan.
Human cancers driven by a mutator phenotype represent an
intriguing model to test this hypothesis, since they carry the
highest mutation burdens of any human cell. However, it remains
technically challenging to measure the replicative lifespan of
individual mammalian cells. Here, we modeled the consequences
of cancer-related mutator phenotypes on lifespan using yeast
defective for mismatch repair (MMR) and/or leading strand (Pole)
or lagging strand (Polδ) DNA polymerase proofreading. Only hap-
loid mutator cells with significant lifetime mutation accumulation
(MA) exhibited shorter lifespans. Diploid strains, derived by mat-
ing haploids of various genotypes, carried variable numbers of
fixed mutations and a range of mutator phenotypes. Some diploid
strains with fewer than two mutations per megabase displayed a
25% decrease in lifespan, suggesting that moderate numbers of
random heterozygous mutations can increase mortality rate. As
mutation rates and burdens climbed, lifespan steadily eroded.
Strong diploid mutator phenotypes produced a form of genetic
anticipation with regard to aging, where the longer a lineage per-
sisted, the shorter lived cells became. Using MA lines, we estab-
lished a relationship between mutation burden and lifespan, as
well as population doubling time. Our observations define a
threshold of random mutation burden that consistently decreases
cellular longevity in diploid yeast cells. Many human cancers carry
comparable mutation burdens, suggesting that while cancers ap-
pear immortal, individual cancer cells may suffer diminished life-
span due to accrued mutation burden.
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Accumulated somatic mutation burden, alongside a host of
other factors, has long been proposed as a driver of aging

(1–4). Early evidence that somatic mutations accumulate during
aging came from observations of increased mutation frequencies
in human lymphocytes and mouse models (reviewed in ref. 5).
More recently, next-generation sequencing of hematopoietic
stem cells (HPSCs), tumors, and organoids derived from human
stem cells have confirmed that random age-dependent mutation
accumulation (MA) occurs across the genome (6–17). For mu-
tations to contribute to aging, they must impair cellular function
individually or through negative epistatic interactions with other
mutations, which increase dramatically with mutation burden. It
is unclear what level of mutation burden may be required to
consistently impact cellular aging and whether any human cells
actually approach that value. The highest mutation burdens of
any human cell occur in cancer (16). Conceivably, the prolifer-
ative nature of cancer may mask an accelerated “aging” pheno-

type affecting individual cells that compromises their replicative
lifespan (RLS). The RLS of individual cancer cells has not been
investigated primarily due to technical limitations of current
human cell culture methods. Understanding how cellular life-
span is impacted by cancer-associated mutagenesis could lead
to novel therapeutic strategies that capitalize on sensitivities
resulting from elevated mutation burden.
Budding yeast are ideally suited to model the impact of mu-

tation burden on cellular aging since they share many of the
same DNA replication and repair pathways as human cells.
Mutation rates can be monitored by fluctuation assays (18).
Cost-effective next-generation sequencing methodologies allow
whole-genome quantification of mutation burden (19), and
simple yeast growth assays reveal the consequences of muta-
genesis on overall health at the population level. Most impor-
tantly, yeast provide a means of assessing single-cell aging using
RLS analysis (20, 21). RLS in budding yeast is defined as the
number of daughter cells produced by a mother cell before ir-
reversible cell cycle arrest and is typically quantified through
manual or microfluidic dissection of daughter cells away from
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mother cells (22, 23). Common pathways influence aging in yeast
and multicellular eukaryotes (24, 25), including caloric restric-
tion (26), the mechanistic target of rapamycin (27), sirtuins (28),
proteasomal function (29), and mRNA translation (30). Genome
instability increases during replicative aging in yeast, especially
around the rDNA locus, and may contribute to aging (31–34).
Point MA, however, does not normally drive aging in WT yeast
(35), in keeping with the observation that the descendants of old
mother cells do not stably inherit a shorter lifespan (36). By in-
ducing cancer-related mutagenesis in yeast, we can model the
impact of accumulated mutation burden on RLS.
Among the most highly mutated human cancers are those that

express a “mutator phenotype.” The mutator phenotype hy-
pothesis holds that mutations that lead to genome instability,
particularly those that decrease DNA replication and repair
fidelity, arise in human cells and contribute to carcinogenesis and
cancer evolution (37–40). Mutations that diminish DNA poly-
merase proofreading and/or mismatch repair (MMR) frequently
occur in colorectal and endometrial cancers, as well as in a range
of other tumor types (41–46). In model systems, simultaneous
defects in these repair pathways elevate mutation rate synergis-
tically to levels 1,000-fold or more above background mutation
rates (47). Such extreme mutator phenotypes drive extinction of
bacteria and haploid yeast through the inactivation of essential
genes (47–50). Diploid yeast cells, which are buffered from this
“error-induced extinction” by possessing two copies of every
gene, nevertheless exhibit a catastrophic loss in fitness as mutation
rates increase beyond a certain threshold (51). Interestingly,
“ultramutator” tumors with combined defects in proofreading and
MMR rarely surpass ∼300 mutations per megabase, suggesting
that extreme mutation burden may also limit growth of human
cancer cells (41).
Here, we model the consequences of cancer-related mutator

phenotypes on RLS in yeast defective for MMR and/or leading
strand (Pole) or lagging strand (Polδ) polymerase proofreading.
We show that high rates of active mutagenesis reduce RLS in
both haploid and diploid yeast and that combined defects in
proofreading and MMR act synergistically to diminish lifespan.
We then show that accumulated mutation burden in these strains
explains their severely shortened lifespan. To understand how
mutation burden impacts cellular aging and population doubling
time, apart from an active mutator phenotype, we assessed
transiently mutagenized diploid cells. We find that diploid yeast
with mutation burdens past a certain threshold routinely exhibit
diminished lifespan and an increased doubling time. Our results
suggest that comparable levels of random mutation burden ac-
crued in cells during cancer or aging may similarly diminish their
longevity and fitness.

Materials and Methods
Media and Growth Conditions. Yeast strains were cultured as previously de-
scribed (52). Unless otherwise indicated, all reagents were purchased from
Sigma–Aldrich or Fisher Scientific. For standard growth, YPD (1% wt/vol
Bacto yeast extract, 2% wt/vol Bacto peptone, 2% wt/vol dextrose) or syn-
thetic complete (SC) [1.7 g/L Difco yeast nitrogen base without amino acids
and ammonium sulfate, 37.8 mM ammonium sulfate, 2% wt/vol dextrose,
2 g/L SC amino acid mix (Bufferad)] was used. Amino acid dropout medium
was used for prototrophic selection and prepared as described (52). For
haploid mutation rates, canavanine resistance (CanR) mutants were selected
using SC medium lacking arginine and supplemented with 60 μg/mL L-can-
avanine. Diploid mutation rates used the above medium with the addition of
100 μg/mL nourseothricin (Research Products International) to maintain
counterselection for the CAN1::natMX allele and 1 g/L monosodium glutamate
instead of ammonium sulfate as the nitrogen source (51). Selection against
Ura+ strains was performed using SC medium supplemented with 1 mg/mL
fluoroorotic acid (FOA) (Zymo Research) (53). Sporulation in liquid medium
[1% wt/vol potassium acetate, 0.1% wt/vol Bacto yeast extract, 0.05% wt/vol
dextrose] was performed as previously described (54).

Yeast Strains. A complete list of strains (SI Appendix, Table S1) and a list of all
primers (SI Appendix, Table S2) used in their construction are provided.
Strains AH0401 (CAN1::natMX/can1Δ::HIS3) and AH2801 (POL2/URA3::pol2-4
MSH6/msh6Δ::LEU2 CAN1::natMX/can1Δ::HIS3) were previously described
(19, 51) and are derived from the diploid BY4743 strain used to construct the
systematic deletion collection (55). To construct AH2601, we first deleted
one of the two copies of MSH6 in AH0401 to obtain AH0502, using a LEU2
transgene amplified from pRS415 with MSH6GU and MSH6GD primers
(msh6Δ::LEU2) [Phusion Polymerase (New England Biolabs); 98 °C for 1 min,
followed by 30 cycles of 98 °C for 10 s, 54 °C for 30 s, and 72 °C for 90 s]. We
then integrated the pol3-01 allele by transformation with a URA3::pol3-01
DNA fragment amplified from pRS406-pol3-01 with POL3U and pldr6 pri-
mers, as described (51).

Haploid mutator spore clones (Fig. 1) were outgrown directly from dis-
sected tetrads of AH2601 or AH2801 and genotyped via prototrophic
growth and PCR genotyping assays. The pol3-01 genotyping assay has been
previously described (50). For the pol2-4 assay, DNA was first PCR-amplified
with pol2-4U and pol2-S5 primers (98 °C 1 min, followed by 30 cycles of 98 °C
for 10 s, 48 °C for 30 s, and 72 °C for 1 min) and then digested with Alu I. A
prominent 824-bp fragment observed in WT cells is cleaved into 447-bp and
377-bp fragments if the DNA carries the pol2-4 mutation.

Diploid mutator strains described in Fig. 2 were obtained by mating
freshly dissected AH2601 or AH2801 haploid spores. Mating occurred within
two to four haploid cell divisions, and the resulting zygotes were moved by
microdissection to a defined location on the agar plate to form a colony. We
genotyped the pol2-4 and pol3-01 alleles, as described above, and assessed
the status of MSH6 using a PCR assay with primers (msh6-upstream and
msh6-downstream), which yielded distinct products for the MSH6 (3.9-kb)
and msh6Δ::LEU2 (2.5-kb) alleles (98 °C for 1 min, followed by 30 cycles of
98 °C for 10 s, 60 °C for 30 s, and 72 °C for 2.5 min). Cells from genotyped
colonies were subcloned to YPD plates, and these populations were directly
harvested to make frozen stocks of each population.

To perform the genetic anticipation experiment in Fig. 3, we first dissected
tetrads from AH2601 on SC plates lacking leucine and uracil (SC-LEU-URA)
and identified URA3::pol3-01 msh6Δ::LEU2 haploid spores by their ability to
divide on this selective medium. We mated the double-mutant haploid cells
after two to four divisions and manually isolated the resulting pol3-01/pol3-
01 msh6Δ/msh6Δ zygotes. To establish the initial lifespan cohort, we took
the first diploid daughter cell from each zygote. We moved the initial
daughter cells from each of these new mothers to a separate location on the
plate to form a colony for genotyping and propagation. To test for a change
in RLS with propagation, six of these colonies were patched onto new SC-
LEU-URA plates and lifespan cohorts were isolated after an overnight in-
cubation [day 3 (d3) cohorts, Fig. 3; LS_d3_7-10–LS_d3_14-19; Dataset
S1]. At that time, cells were patched again to fresh SC-LEU-URA plates
for a second set of lifespan measurements (d4 cohorts, Fig. 3; LS_d4_7-
10–LS_d4_14-19; Dataset S1).

Mutagenically stable MA lines (Fig. 4) were derived from previously de-
scribed POL3/URA3::pol3-01,L612M strains (51), which display an ultra-
mutator phenotype due to the pol3-01,L612M allele. Ura− cells that had
spontaneously lost the pol3-01,L612M allele through mitotic recombination
were identified by plating frozen stocks onto FOA plates. We confirmed the
absence of the mutator allele via pol3-01 PCR genotyping as well as by
demonstrating WT mutation rates (Dataset S1).

Mutation Rates via Fluctuation Analysis. Mutation rates were determined via
fluctuation analysis using CanR (56). For haploid mutators, individual spore
colonies taken directly from the dissection plate were treated as replica
colonies and suspended in 200 μL of water. Twenty microliters of cell sus-
pension was used for 10-fold serial dilutions. The remaining undiluted sus-
pensions, as well as 10 μL of each serial dilution, were plated onto
canavanine selection plates to determine the number of CanR mutants in
each colony. Dilutions were also plated onto SC plates to estimate the total
number of cells per colony (Nt) and onto prototrophic selection plates for
genotyping. All plates were grown for 2 d at 30 °C before determining
colony counts. At least 12 independent spore clones of each genotype were
used for mutation rate calculations. For diploid mutator strains, replica
colonies were obtained by streaking frozen stocks onto YPD plates, followed
by 2 d of incubation at 30 °C. Colonies were suspended in 100 μL of water,
and 20 μL of cell suspension was used for serial dilutions. The remaining
80 μL of undiluted cell suspension, as well as 10 μL of all serial dilutions, was
plated onto canavanine selection plates. Dilutions were also plated in SC to
determine Nt values and on prototrophic selection plates to confirm geno-
types. When possible, we counted CanR colonies arising from the undiluted
cell suspensions. For stronger mutator strains, CanR mutants were quantified
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from dilutions. Between six and 12 colonies per genotype were analyzed in
each experiment, and two to three experiments were performed for each
strain. Only replica colonies with similar Nt values (1 – 5 × 106 cfu per colony)
were used for the final mutation rate calculations. To pool mutation rate
data by genotype (Fig. 2), we combined mutation counts from replicas with
similar Nt values from multiple strains. The average number of mutational
events occurring during the formation of the colonies (m) was estimated by
maximum likelihood using newton.LD.plating in the R package rSalvador
(57). To obtain CanR mutants per cell division, m was then divided by Nt. The
95% confidence intervals were calculated using confint.LD.plating in rSalvador,
and mutation rates were compared by a likelihood ratio test using LRD.LD.
plating, which yielded P values of the comparisons.

RLS. A modified RLS protocol was developed based on previously described
methods (58, 59), to minimize outgrowth in actively mutating and muta-
genized strains. For haploid mutators, tetrads were dissected directly on
lifespan plates and spores were used as mother cells. The first few daughter
cells were transferred to another location on the lifespan plate to form
colonies for genotyping. To determine genotypes, cells were suspended in
50 μL of water and 5 μL was plated on prototrophic selection plates. For
diploid mutator and MA lines, frozen stocks were struck for single colonies
onto YPD and outgrown for 2 d at 30 °C. Colonies were then patched di-
rectly onto lifespan plates, and virgin mother cells were selected from freshly
divided cells. Survival curves were constructed, and Wilcoxon rank sum sta-
tistical analyses were performed using the RcmdrPlugin.survival package in R
commander (60, 61).

Growth Analysis Using a Bioscreen C MBR System. Doubling times of yeast
were measured using a Bioscreen C MBR system (Growth Curves USA) as
previously described (62). We obtained inoculums for these experiments in
one of two ways. For mutator strains, we first isolated single colonies by
dissecting haploid spores or streaking frozen diploid stocks onto YPD. We
then suspended the fresh colonies in 50 μL of YPD without further propa-
gation. For MA lines, single colonies were isolated from frozen stocks and
then inoculated into 5 mL of YPD and incubated at 30 °C in a roller drum for
12–16 h. Two microliters of either cell suspension or outgrown culture was
used as an inoculum into 148 μL of YPD for growth analysis. At least three
colonies per strain were analyzed in triplicate for each experiment. Doubling
times were calculated from the interval 0.2 ≤ x ≤ 0.5 OD420–580 nm using the
online web tool Yeast Outgrowth Data Analyzer (YODA) (63). Two-tailed
t tests with unequal variance were performed from the average doubling
time of replicate cultures using R. Bonferroni-corrected P values were cal-
culated using p-adjust.

Whole-Genome Sequencing. To estimate the mutation burden of mother cells
at the beginning of the RLS, we recapitulated how the aging cohorts were
isolated. Frozen stocks of each strain were struck for single colonies on YPD
plates and outgrown for 2 d at 30 °C. Three independent colonies were then
patched directly onto fresh plates, and one individual virgin mother cell
from each patch was moved to a defined location and allowed to form a
colony. We inoculated 5 mL of YPD cultures from these colonies and purified
genomic DNA using the ZR Fungal/Bacterial DNA Miniprep Kit (Zymo Re-
search). Genomic DNA (200 ng) samples were sheared in a volume of 60 μL
using a Covaris sonicator [peak incident power = 105 (for 96-well format),
intensity = 3 (for single sample cuvettes), duty factor = 5%, cycles per burst =
200, 40 s]. After concentrating the DNA with a 0.8× Agencourt AMPure XP
bead purification system (Beckman Coulter Life Sciences), we performed
one-third volume 3′ end repair reactions using the NEBNext Ultra End
Repair/dA-Tailing module (New England Biolabs), followed by ligation to
annealed DNA adapter oligos (SI Appendix, Table S2) using the NEBNext
Ultra Ligation Module (New England Biolabs). Following another 0.8× AMPure
bead purification, the resulting libraries were single- or dual-indexed by
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Fig. 1. Mutation rate negatively correlates with RLS in haploid mutator
yeast. (A) RLS of freshly dissected haploid spores. Mutator spores compared
with WT using Wilcoxon rank sum tests with Bonferroni-corrected P values
using p-adjust in R [WT (cells from both AH2601 and AH2801 backgrounds):
median RLS = 24, n = 161; pol3-01: median RLS = 18, n = 74, P < 0.001; pol2-4:
median RLS = 21, n = 81, P = 0.43; msh6Δ (cells pooled from both AH2601 and
AH2801 backgrounds): median RLS = 25, n = 156, P = 1; pol2-4 msh6Δ: n = 83,
P < 0.001; pol3-01 msh6Δ: n = 78, P < 0.001]. (B) Mutation rates for haploid
spores. Colonies from independent spores served as replica cultures for fluc-
tuation analysis using CanR [WT, n = 32 (combined from both genetic back-

grounds); pol2-4, n = 14; msh6Δ, (combined from both genetic backgrounds)
n = 15; pol3-01, n = 22; pol2-4 msh6Δ, n = 19]. The pol3-01 msh6Δ spores
failed to form colonies; mutation rate was estimated from the synthetic
relationship between proofreading and MMR in haploids (23) and confirmed
by measurements of pol3-01/pol3-01 msh6Δ/msh6Δ diploids (SI Appendix,
Fig. S1). Error bars represent 95% confidence intervals (CI). Mutation rates of
viable mutator strains were compared with WT cells using a likelihood ratio
test (all strains, P < 0.005). (C) Scatterplot of median RLS as a function of
mutation rate (horizontal error bars, 95% CI; vertical error bars, SEM). Linear
model adjusted R2 = 0.81, P = 0.009.
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quantitative PCR (primers are provided in SI Appendix, Table S2) (program:
initial denature, 98 °C for 45 s; cycle denature, 98 °C for 15 s; annealing, 65 °C
for 30 s; and elongation, 72 °C for 30 s) with Kapa HiFi Hotstart Ready Mix
(KAPA Biosystems). The indexed DNA samples were purified using a double-
bead purification procedure in which we first removed fragments larger
than ∼1,000 bp by performing a 0.55× AMPure bead purification. We then
precipitated fragments larger than ∼500 bp in the resulting supernatant by
bringing the total volume of bead suspension added to 0.65×. We quanti-
fied the DNA using a Qubit dsDNA HS Assay Kit (Life Technologies) and
pooled the samples by mass before sequencing the mixture on either a
HiSeq 2500 [reagents: TruSeq Rapid SBS Kit v2 (500 cycles) (FC-402-4023;
Illumina), TruSeq Rapid PE Cluster Kit v2 -HS (PE-402-4002; Illumina)] or
NextSeq 500 [reagents: Mid-Output Kit V2 (FC-404-2003; Illumina)] system.
An established computational pipeline was used to align sequencing reads
and identify single nucleotide variants (SNVs) as well as insertion or deletion
(indels) mutations within individual strains (19). We used a variant frequency
cutoff of 0.22 for SNVs and 0.35 for indels. As part of this pipeline, poly-
morphisms present in the parental strain (AH0401), as well as recurring
mapping artifacts, were identified and excluded from our analyses. We
documented and followed the inheritance of strain-specific variants present
in AH2601 and AH2801 (Dataset S2). The total number of mutations present
in each strain was divided by the total number of bases scored and multi-
plied by 106 to obtain the number of mutations per megabase. Mutation
burden was averaged among isolates of the same mutator genotypes, and
SEM was used to express the variance in the data. Structural variants (SVs)
were called with LUMPY Express (64), which successfully identified all of the
known SVs engineered into these strains (Dataset S2).

Regression Analysis. For correlation analyses, data frommultiple strains of the
same genotype were pooled after removing outliers. Outliers were identified
in the RLS data by performing ANOVA. When a significant difference was
detected by ANOVA (P < 0.05), pairwise t tests were used to identify the
outlier. To identify outliers in the mutation rate data, pairwise likelihood
ratio tests were performed in rSalvador (LRD.LD.plating). All correlation anal-
yses were performed using R. Linear regression was performed using the lm
function in R, and nonlinear regression was performed using the nls function in
R. QQ-plots were used to assess normality of correlation analyses. Analysis of
residuals and the Grubbs’ test were used to identify and confirm outliers.
The R package “outliers” was used to perform the Grubbs’ test. Outliers were
removed, and regression analyses were rerun to generate reported analyses.

Results
RLS Negatively Correlates with Increased Mutation Rate in Haploid
Mutator Yeast. To investigate how mutator phenotypes influence
cellular aging, we first measured the RLS of haploid spores with
mutations affecting base/base MMR (msh6Δ) and/or Pole
proofreading (pol2-4) or Polδ proofreading (pol3-01). The spores
were freshly dissected from sporulated diploid yeast strains that
were heterozygous for msh6Δ and either pol3-01 (AH2601) or
pol2-4 (AH2801). We reasoned that the low mutation rate of
these diploid strains would ensure that the haploid spores began
life with a modest mutation burden. Any background mutations
with lifespan effects would be expected to segregate equally to
each genotype, controlling for any adverse effects on lifespan.
Spores defective for Polδ proofreading (pol3-01) exhibited a 30%
decrease in median lifespan (median RLS = 18, n = 74) com-
pared with WT (median RLS = 24, n = 161) (Fig. 1A; Wilcoxon
rank sum test, P < 0.001). In the absence of Msh6, Polδ proof-
reading deficiency (pol3-01 msh6Δ) reduced median lifespan by
65% (median RLS = 9, n = 78) (Wilcoxon rank sum test, P <
0.001). Neither Msh6- nor Pole-proofreading–defective spores
(pol2-4) were short-lived relative to WT (Fig. 1A). However,
pol2-4 msh6Δ double-mutant spores were as short-lived as pol3-
01 spores (median RLS = 17, n = 83) (Wilcoxon rank sum test,
P < 0.001). Thus, mutator alleles negatively impact RLS, with the
greatest deficits occurring when polymerase proofreading and
MMR are simultaneously impaired.
Mutation rates in the strains used for the RLS analyses con-

formed to the reported values from previous studies (50) (Fig.
1B). Lack of Pole proofreading (pol2-4) or Msh6 elevated muta-
tion rates two- to sixfold, while lack of Polδ proofreading (pol3-01)
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Fig. 2. Decreased lifespan negatively correlates with increased mutagenesis in
diploid yeast. (A) Correlation between mutation rate and mutation burden,
expressed as SNVs per megabase (Mb). Horizontal error bars, 95% confidence in-
tervals (CIs). Vertical error bars, SEM. Linear model adjusted R2 = 0.90, P < 0.001. (B)
Median RLS as a function of mutation rate. Horizontal error bars, 95% CIs. Vertical
error bars, SEM. Linear model adjusted R2 = 0.82, P < 0.001. (C) Median RLS as a
function of mutation burden in diploidmutators. Instead of pooling on the basis of
mutator genotype, individual mutator strains were plotted. Error bars, SEM. Linear
model adjusted R2 = 0.55, P < 0.001. For B and C, linear regression modeling was
performed after excluding the outlying datum (pol3-01/pol3-01 msh6Δ/msh6Δ).
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increased mutation rates 32-fold. Combined defects to Msh6 and
Pole proofreading (pol2-4 msh6Δ) increased mutation rates
synergistically to 200-fold greater than WT. A mutation rate for
pol3-01 msh6Δ haploids could not be determined since they
failed to form macroscopic colonies due to error-induced ex-
tinction. Mutation rates for these spores can be estimated at
∼1 × 10−3 CanR mutants per cell division based on our previous
work on the haploid error threshold (50) and the measured
mutation rates of pol3-01 msh2Δ diploid strains (51). A linear
model of the relationship between mutation rate and median
RLS reveals a strong negative correlation (Fig. 1C) (adjusted R2 =
0.81, df = 4, P = 0.009), suggesting that random mutagenesis
drives reduced lifespan in these spores.
We previously found that pol2-4 msh6Δ cells accumulate an

average of 2.6 mutations per division (19). Given a median RLS
of 17 divisions, pol2-4 msh6Δmother cells would have an average
of ∼44 mutations at the time of death. In contrast, cells with
eithermsh6Δ or pol2-4 alone, which display mutation rates ∼100-
fold lower than pol2-4 msh6Δ haploids, would be expected to
accumulate an average of less than one mutation over a lifetime
(0.026 mutations per division × median RLS of 25). Assuming
0.5 mutations per division and an RLS of 18 divisions, pol3-01
cells would die with an average of nine mutations, while pol3-
01 msh6Δ cells may have as many as 234 mutations (26 mutations
per division × median RLS of 9). Thus, mutator spores with a
reduced lifespan are those with the greatest opportunity to ac-
cumulate mutations within an average cellular lifetime.

Decreased RLS Strongly Correlates with Increased Mutation Rate and
Mutation Burden in Diploid Mutator Yeast. Since diploidy likely
buffers human cells from the consequences of mutagenesis
during cancer and aging, we sought to model the influence
of mutation burden on diploid yeast cells. We created various
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Fig. 3. Genetic anticipation in the reduction of RLS of strong diploid
mutators. The pol3-01/pol3-01 msh6Δ/msh6Δ zygotes were manually isolated
from a cross of pol3-01 msh6Δ haploid cells that had undergone three or
fewer cell divisions after tetrad dissection. RLSs of the first diploid daughter
cells from these zygotes (fresh isolates, blue; median RLS = 22, n = 21) were
compared concurrently with previously passaged pol3-01/pol3-01 msh6Δ/
msh6Δ cells (control, red; median RLS = 6, n = 60, P < 0.001) and the POL3/
pol3-01 MSH6/msh6Δ parent strain (parent strain, black; median RLS = 27,
n = 60, P = 0.075). Daughter cells dissected from the fresh isolates were
grown into colonies. Six colonies were subcloned twice to obtain two ad-
ditional RLS cohorts (d3, gray; d4, purple) (combined median RLS = 8, n =
240, P < 0.001). Comparisons used the Wilcoxon rank sum test with a Bon-
ferroni multiple testing correction. Genotype grid: 3-01, pol3-01; m6, msh6;
filled triangles, heterozygous; filled squares, homozygous.
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Fig. 4. MA in the absence of active mutagenesis erodes RLS in diploid yeast.
(A) Total mutation burdens [single nucleotide variants (SNVs)/genome] of
diploid yeast MA lines transiently mutagenized using the pol3-01,L612M
strong mutator allele. (B) Kaplan–Meier plots of survival of MA lines. (C)
Peak doubling time (minutes per cell division) of MA lines as a function of
mutation burden [SNVs per megabase (Mb)]. Error bars, SEM. Linear model
adjusted R2 = 0.75, P < 0.001.
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diploid mutator strains by mating haploid spores from our
mutator parent strains. To facilitate mutation rate measurements
in diploid cells, the AH2601 and AH2801 parental strains had
been engineered to be hemizygous for the CAN1 gene (CAN1::
natMX/can1Δ::HIS3). We screened all diploid strains for this
hemizygous configuration, which moderately extends lifespan (SI
Appendix, section S1). Single colonies were isolated from frozen
stocks of these diploid strains and patched onto fresh plates to
isolate mother cells for 20-cell aging cohorts. Two to six in-
dependent cohorts were used for lifespan measurements of each
strain (SI Appendix, Fig. S1A). We determined mutation rates by
fluctuation analyses (SI Appendix, Fig. S1B) and mutation bur-
den by whole-genome sequencing (SI Appendix, Fig. S1C). The
mutator phenotypes elevated the rate of SNVs as well as indel
mutations. We readily detected known SVs engineered into the
strains, including both deletions and insertions. We also ob-
served a known duplication in S288C (the genetic background
of our strains), as well as a duplication of a nonessential gene
specific to our strain background. We identified no other SVs.
Thus, the lifespan phenotypes described below appear to be
determined by point mutations. More information on compiled
survival, mutation rate, and mutation burden datasets for diploid
mutators is provided in Dataset S1. Detailed sequencing results
and mutations observed in all strains, including SVs, are provided
in Dataset S2.
We observed variability in RLS between diploid strains with

low mutation rates and burdens that could be explained by
strain-specific SNVs (SI Appendix, section S2 and Fig. S1). These
observations suggest that relatively small numbers of random
heterozygous mutations, acting alone or in combination, can
reduce diploid yeast lifespan through specific mechanisms re-
lated to the affected genes. The effect of mutation burden on
diploid longevity grew more consistent and pronounced in strains
with stronger mutator phenotypes. The six pol2-4/pol2-4 msh6Δ/
msh6Δ strains displayed a 24–34% reduction in median lifespan
(P < 0.001, Wilcoxon rank sum test, Bonferroni-corrected).
AH2601-derived strains with similar mutation rates and bur-
dens as the pol2-4/pol2-4 msh6Δ/msh6Δ strains displayed similar
reductions in lifespan (pol3-01/pol3-01, pol3-01/pol3-01 MSH6/
msh6Δ, and POL3/pol3-01 msh6Δ/msh6Δ). A further 10-fold in-
crease in mutation burden produced a dramatically shortened
RLS in every pol3-01/pol3-01 msh6Δ/msh6Δ strain (combined
median RLS = 6; n = 240; P < 0.001, Wilcoxon rank sum test),
suggesting that lifespan declines precipitously when mutation
burden exceeds a certain threshold.
We performed linear modeling to characterize the relation-

ship between mutagenesis and reduced lifespan in diploid
mutator strains. First, we compared the relationship between
increased mutation rate and mutation burden after pooling the
data on the basis of genotype. A linear relationship exists be-
tween increased mutation rate and the average burden of SNVs
(Fig. 2A; adjusted R2 = 0.9, df = 13, P < 0.001) and indels (SI
Appendix, Fig. S4A, adjusted R2 = 0.8, df = 13, P < 0.001). Next,
we compared mutator median RLS and mutation rate (Fig. 2B;
pooled lifespan curves are shown in SI Appendix, Figs. S2 and
S3). In this and subsequent correlation studies, pol3-01/pol3-
01 msh6Δ/msh6Δ strains were identified as outliers by analyzing
residuals and were not included in the regression models. Me-
dian RLS decreased monotonically as log-transformed mutation
rates increased across three orders of magnitude (adjusted R2 =
0.82, df = 12, P < 0.001). Finally, we compared median RLS with
the burden of SNVs and indels (Fig. 2C and SI Appendix, Fig.
S4C). To improve resolution, instead of pooling by genotype, we
analyzed all individual strains where RLS and mutation burden
had been quantified. Again, a negative relationship was observed
between increased mutation burden and decreased RLS (SNVs:
adjusted R2 = 0.55, df = 45, P < 0.001; indels: adjusted R2 = 0.43,
df = 45, P < 0.001).

Genetic Anticipation in the Lifespan Reduction of Mutator Diploid
Cells. Most lifespan cohorts experience a period of low early-
life mortality before the onset of age-associated death. In con-
trast, the pol3-01/pol3-01 msh6Δ/msh6Δ cells began to die at a
constant rate from the very first division. Early death in pol3-01/
pol3-01 msh6Δ/msh6Δ cells may simply derive from the combined
effect of many deleterious mutations. Alternatively, the combi-
nation of pol3-01 and msh6Δ alleles could conceivably increase
mortality independent of the mutator phenotype. Consistent
with this second possibility, we observed that all POL3/pol3-01
MSH6/msh6Δ strains derived from mating lived shorter than
other strains with similar mutation burdens (SI Appendix, Fig.
S1). If reduced lifespan in pol3-01/pol3-01 msh6Δ/msh6Δ diploid
strains indeed depends on mutation burden, then this phenotype
should display a form of genetic anticipation: the longer a strong
mutator lineage exists, the more mutations it will accumulate and
the shorter lived it should become.
To test for genetic anticipation, we measured lifespans of pol3-

01/pol3-01 msh6Δ/msh6Δ diploid cells freshly isolated from zy-
gotes (Fig. 3). We dissected tetrads from the parental strain,
AH2601, on media that selected for growth of double-mutant
haploid spores. We randomly mated dividing cells to obtain zy-
gotes and then used their first daughters to establish a cohort of
mother cells (LS_d1; Dataset S1). The genomes in these cells
underwent between four to six rounds of replication (haploid and
diploid divisions, combined) with the full pol3-01 msh6Δ mutator
phenotype before lifespan analysis. We compared the lifespan of
this initial cohort with the lifespans of its propagated descen-
dants (LS_d3 and LS_d4 series; Dataset S1). Since WT cells
could not grow on this medium, as controls, we measured life-
spans of cells from AH2601, as well as from one of the previously
isolated pol3-01/pol3-01 msh6Δ/msh6Δ strains (yML421).
AH2601 displayed a similar lifespan (median RLS = 27, n =

60) as POL3/pol3-01 MSH6/msh6Δ strains derived from mating
(median RLS = 30, n = 720), which suggests that there are
mutagenesis-independent effects of the POL3/pol3-01 MSH6/
msh6Δ genotype on cellular lifespan (Fig. 3 and SI Appendix,
section S3). Freshly isolated pol3-01/pol3-01 msh6Δ/msh6Δ cells
appear to be shorter lived (median RLS = 22, n = 21) than
AH2601, especially over the last quartile, but this was not sig-
nificant after a multiple-testing correction (P = 0.075, Wilcoxon
rank sum test, Bonferroni-corrected). However, the freshly iso-
lated pol3-01/pol3-01 msh6Δ/msh6Δ cells lived substantially
longer than the propagated strains (d3 and d4: median RLS = 8,
n = 240 for both lines), as well as the previously isolated pol3-01/
pol3-01 msh6Δ/msh6Δ strain (SI Appendix, Fig. S1) (median
RLS = 6; n = 60; P < 0.001, Wilcoxon rank sum test, Bonferroni-
corrected). The mutation burden of clones derived from repre-
sentative mother cells from the d3 and d4 cohorts averaged 176
SNVs per megabase and one indel per megabase, which were
higher than the averages of 23 clonal SNVs per megabase and
0.2 indel per megabase present in the freshly isolated mother
cells near the beginning of their lifespan, as estimated by se-
quencing DNA extracted from pooled cells from the d3 patches
(Dataset S2). Thus, reduced RLS due to strong mutator phe-
notypes shows genetic anticipation, further establishing the
ability of mutation burden to impact cellular lifespan.

Effect of Random Mutation Burden on RLS and Doubling Time in the
Absence of an Active Mutator Phenotype. To separate the effects of
an active mutator phenotype from accumulated mutation bur-
den, we utilized a transient hypermutation system to generate
diploid yeast MA lines with varying numbers of fixed random
mutations. To do this, we integrated a powerful mutator allele
(pol3-01,L612M) into diploid yeast in the heterozygous state
(51), and then identified mitotic recombinants that had sponta-
neously reverted back to a POL3/POL3 genotype. In all, we
obtained 11 transiently mutagenized lines, each derived from an
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independently isolated POL3/pol3-01,L612M diploid strain. All
strains exhibited WT mutation rates following reversion (Dataset
S1), suggesting that the accumulated mutation burden had not
introduced additional mutator alleles.
Whole-genome sequencing of the MA lines revealed a wide

range of mutation burdens from 0.4 to 100 SNVs per megabase
and from zero to 6.3 indels per megabase (Fig. 4A and SI Ap-
pendix, Fig. S4 and Dataset S2). Four of the five least muta-
genized MA lines (MA1, MA2, MA4, and MA5) retained a
normal lifespan and had mutation burdens ranging between
0.9 and 31.1 SNVs per megabase, respectively). The lone ex-
ception (MA3) had 12.4 SNVs per megabase (one indel per
megabase) and a 43% reduction in median RLS (P < 0.001,
Wilcoxon rank sum test, Bonferroni-corrected for multiple tests).
All strains with a mutation burden greater than 31.6 SNVs per
megabase showed at least a 29% decrease in lifespan (Fig. 4B
and Dataset S1; P < 0.001 for all strains, Wilcoxon rank sum test,
Bonferroni-corrected). The most severely affected strain (MA7),
with a 63% decrease in median lifespan, had a mutation burden
of 39.7 SNVs per megabase (2.4 indels per megabase). Thus,
once mutation burdens exceeded a certain threshold, they con-
sistently produced a diminished lifespan in the absence of an
ongoing mutator phenotype.
In addition to survival, we sought to understand how MA

impacted overall population health. One way to assess health in a
microbial culture is to quantify peak doubling time (minutes per
cell division) in an outgrowing population (65). We measured
growth of the MA lines with a Bioscreen C MBR reader/shaker/
incubator and calculated doubling time using YODA (63). Lin-
ear modeling revealed a strong negative correlation between
mutation burden and population health as measured by doubling
time (adjusted R2 = 0.77, df = 10, P < 0.001; Fig. 4C and
Dataset S1).

The Role of Accumulated Mutation Burden in Driving Diminished
Lifespan and Increased Doubling Time in Mutagenic Diploid Yeast.
We reexamined the relationship between accumulated mutation
burden and diminished lifespan in all of our diploid strains (Fig.
5A) by combining data from the genetic anticipation and MA
studies (Figs. 3 and 4) with our diploid mutator dataset (Fig. 2).
At the lowest mutation burdens (0.04–0.4 mutation per mega-
base), median RLS was unchanged. Intermediate mutation
burdens (0.4–35 mutations per megabase) were variable with
regard to their impact on lifespan. This variability suggests that
individual mutations or discrete epistatic interactions between
mutations drive diminished survival in intermediately mutagenized
populations. Above 35 mutations per megabase, lifespan is consis-
tently and severely diminished (at least a 42% reduction in median
RLS). Interestingly, this is true in both transiently mutagenized
diploids and active mutator strains, suggesting that all strains carry
sufficient numbers of these lifespan-limiting mutations.
To better characterize how mutation burden impacted the

health of our yeast populations, we expanded our analysis of
peak doubling time to include all diploid strains Using un-
transformed data, linear modeling revealed a strong correlation
between increased mutation burden and doubling time (adjusted
R2 = 0.85, P < 0.001). Interpretation of this correlation is chal-
lenged, however, by the large number of data points from strains
with very low mutation burdens. We log-transformed to nor-
malize mutation burden data (Fig. 5B) and found that doubling
time was consistent across mutation burdens for three orders of
magnitude (0.04–30 mutations per megabase). Above 30 muta-
tions per megabase, doubling time increased exponentially. As
with median RLS, transiently mutagenized populations behaved
similar to populations with an active mutator phenotype. Strik-
ingly, the threshold for increased doubling time corresponds to the
level at which mutation burden severely impacts RLS. This shows

a clear link between decreased cellular lifespan and degraded
population health resulting from elevated mutation burden.

Discussion
Historically, the contribution of MA to aging has been difficult to
assess. Important progress is being made. Next-generation se-
quencing of clonally expanded cancers and HPSCs cells (6–17),
aged single cells (66, 67), and complex cellular populations using
highly accurate methodologies that dramatically reduce artifac-
tual errors (68) now offers a window into how mutations accu-
mulate in individual aged cells. However, the field lacks clear
functional tests to distinguish the effects of mutation burden

A
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10−1 100 101 102

Fig. 5. Role of accumulated mutation burden in driving diminished lifespan
and increased doubling time in diploid yeast. (A) Scatterplot showing the
relationship between mutation burden [SNVs per megabase (Mb)] and median
RLS in diploid mutator yeast (black; Fig. 2), passaged pol3-01/pol3-01 msh6Δ/
msh6Δ strong mutators (purple; Fig. 3), and transiently mutagenized MA lines
(gold; Fig. 4). Error bars, 95% confidence intervals. (B) Correlation between log-
transformed mutation burden and peak doubling time.
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from those of other types of damage that accrue over a lifetime.
To address this issue, we assessed how induced mutation burden
changes the aging trajectory of young yeast cells. Our approach
was inspired, in part, by the biology of mutator-driven cancer
cells, which accumulate large numbers of unselected passenger
mutations during tumorigenesis. If random MA accelerates cel-
lular aging, then the highly proliferative nature of cancer may
hide an underlying frailty of individual cancer cells. In what
follows, we discuss the insights gained from our studies in yeast
and their implications for aging and cancer.
Prior research showed that point mutations accumulate too

slowly (less than one per RLS) to play a causative role in normal
aging of haploid yeast (35). A mutator strain with a 10-fold el-
evation in mutation rate driven by oxidative damage also failed
to decrease RLS. Our results confirm and expand upon this
finding by showing that mutation rates must be three- to fivefold
greater than those previously tested before consistent lifespan
reduction occurs in haploid cells. This corresponds to the mu-
tation rate at which appreciable MA occurs during the life of the
mother cell. Single-gene deletions reveal that one-sixth of all
genes are essential for macroscopic growth (69). Since an esti-
mated 15–20% of all mutations within an average gene com-
promise function (51), it is not surprising that sufficient levels of
mutagenesis during the lifespan of a haploid cell can diminish
their longevity (Fig. 1).
The presence of two copies of every gene theoretically buffers

diploid cells from the effects of MA. Nevertheless, we find evi-
dence indicating that a wide range of mutation burdens can im-
pact diploid longevity. First, we show that diploid strains with
modest mutation rates and low mutation burdens exhibit variation
in lifespan that can be attributed to random heterozygous muta-
tions (SI Appendix, Fig. S1A). Second, we show that lifespan de-
clines in a log-linear fashion as mutation burden increases (Fig. 2).
Third, we show that the loss of longevity due to mutator pheno-
types displays genetic anticipation, with later generations having
shorter lifespans than earlier ones (Fig. 3). Finally, we find that
MA lines that lack an active mutator phenotype nevertheless ex-
hibit reductions in lifespan that correlate with mutation burden
(Fig. 4). Combined analysis of all diploid strains tested shows the
log-linear relationship between mutation burden and lifespan
holds until a threshold of around 30 mutations per megabase,
whereupon cellular lifespan diminishes more rapidly (Fig. 5).
In our experiments, the effect of MA on longevity likely depends

on several factors, including the rate and severity of lifespan-
shortening mutations, the power of purifying selection to remove
these alleles from the population, and the exponential rise in
epistatic interactions between genes. By one measure, lifespan-
reducing mutations appear surprisingly common, as multiple lines
with mutation burdens of fewer than two mutations per megabase
displayed a 25% reduction in lifespan. While some mutations may
accelerate a general process that contributes to normal aging, most
mutations seem likely to increase mortality by specific mechanisms
related to the affected genes. Strains with 10- to 30-fold the mu-
tation burden show decreases in lifespan from 10–40%. If lifespan-
reducing mutations are indeed common, why is there not a more
dramatic effect of increasing mutation burden by an order of
magnitude? There may be stochasticity in the number or severity of
lifespan-limiting mutations between strains with similar mutation
burdens. In addition, since many of the mutations in these strains
arose during an outgrowth period before lifespan analysis, purifying
selection may have partially sanitized the observed mutation burden
by eliminating the most deleterious alleles. Consistent with purifying
selection, few actively mutating strains show a dramatic increase in
doubling time, except those with the highest mutation rates (SI
Appendix, Fig. S1D). In strains with the highest mutation rates,
scores of mutations become fixed in every cell in every division,
which overwhelms the ability of purifying selection to remove
deleterious alleles from the population. Epistatic interactions may

also be influencing the effects of mutation burden in these lines.
For instance, once cells carry one lifespan-reducing mutation in a
pathway, they may absorb additional mutations in that pathway
with limited phenotypic consequences due to positive epistasis. In
addition, short-lived phenotypes may be offset by suppressor
mutations, as well as by general lifespan-extending mutations in
genes such as TOR1. However, once cells have one beneficial
mutation in a pathway, due to “diminishing returns epistasis,” they
gain little from additional mutations affecting the same pathway
(70, 71). Eventually, the rise in deleterious biallelic mutations,
dominant-negative mutations (Dataset S2), and negative epistatic
interactions may overcome the beneficial effect of any lifespan-
extending mutations. In the strongest diploid mutators, the high
load of recessive lethal mutations may cause these cells to resemble
haploids in their susceptibility to new inactivating mutations in
essential genes.
In multicellular organisms, the phenotypic consequences of

accumulated mutation burden are realized in a complex milieu
of multiple lineages with variable mutation burdens. The level of
mutation burden will depend on the proliferative nature of the
tissue, as well as exposure to DNA damage. Recent work using
data from the Cancer Genome Atlas project revealed a sixfold
increase (0.37 vs. 2.21 mutations per megabase in samples from
individuals aged under 20 y and over 80 y, respectively) in so-
matic mutation frequency with age (7). Our observations suggest
that the mutation burdens of some human stem cells could plausibly
restrict their longevity or the functionality of their terminally differ-
entiated descendants. Phenotypic variability among different stem
cell lineages is expected. The consequences of this variability for
tissue function remain uncertain. Cellular dysfunction may lead to
cell death, quiescence, or even stable senescent cells implicated in
tissue aging (72). In the context of tissue homeostasis, reduced
replicative capacity of one stem cell places a demand on other stem
cell lineages to expand. Under these dynamic conditions, dividing
cells with new mutations are subject to the evolutionary forces of
selection and genetic drift. Thus, seemingly normal-looking tissues
contain clonal expansions in which the phenotypic consequences of
particular mutation burdens may predominate (8). In the context of
cancer, sustained evolutionary pressure for adaptive mutations
indirectly favors cells with higher mutation burdens. Exome se-
quencing from tumor populations shows that mutation burdens
range from fewer than one to over 100 mutations per megabase,
depending on cancer type (16, 73). Based on our results in yeast,
many tumors may carry mutation loads that impact the longevity
or replicative capacity of their cells. Our findings suggest that cells
from the most extreme mutator-driven tumors, with mutation
burdens greater than 200 mutations per megabase, may possess a
profoundly shortened lifespan. Of course, cancer cells may adapt
to high mutational stress in ways that preserve their replicative
potential. However, if mutation burden does indeed restrict the
lifespan of cancer cells, it would be an important refinement in
our understanding of this disease. While cancer appears “im-
mortal” at the population level, individual cancer cells may have
diminished replicative potential.
The key challenge in developing cancer therapies is to identify

targetable differences between cancer and normal cells. Tumor
mutation burden is already being used as a prognostic factor for
cancers most likely to respond to immunotherapy (74). It is
important to understand what, if any, general sensitivities result
from random deleterious mutation burden (75). Of course,
treatments that further increase mutagenesis may synergize with
the existing mutation burden to diminish lifespan, although this
carries the potential for collateral damage to normal cells. For
mutator-driven cancers, one solution may be to develop drugs that
exploit the underlying DNA repair deficiency to preferentially
mutagenize tumor cells (76). Another area to explore is whether
mutagenized cells are sensitized to conditions that contribute
to cellular aging. For instance, increased numbers of mutant
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proteins may tax proteostasis, and drugs that further exacerbate
proteostatic stress may effectively discriminate between normal
and mutagenized cells (75). Overall, understanding how accu-
mulated mutation burden influences cell physiology may provide
novel tools to be used in the fight against cancer.
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