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Abstract 

The process of documentation is one of the most important parts of electronic health records (EHR). It is time-
consuming, and up until now, available documentation procedures have not been able to overcome this type of 
EHR limitations. Thus, entering information into EHR still has remained a challenge. In this study, by applying the 
trigram language model, we presented a method to predict the next words while typing free texts. It is hypothesized 
that using this system may save typing time of free text. The words prediction model introduced in this research 
was trained and tested on the free texts regarding to colonoscopy, transesophageal echocardiogram, and anterior-
cervical-decompression. Required time of typing for each of the above-mentioned reports calculated and compared 
with manual typing of the same words. It is revealed that 33.36% reduction in typing time and 73.53% reduction in 
keystroke. The designed system reduced the time of typing free text which might be an approach for EHRs improve-
ment in terms of documentation.

Keywords:  Electronic health record, Data capture, Natural language processing, Word prediction, N-gram, Trigram 
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Introduction
Patient-centralized functional modules in a typical elec-
tronic health records (EHR) system contain both struc-
tured and unstructured data [1]. EHRs provide several 
methods for documentation, including structured and 
unstructured data [2, 3] stored in clinical records [4]. 
There are several benefits for EHR regarding structured 
data application [5]. That is, the structured fields provide 
the opportunity for reusing and analyzing data quickly 
through a top-down menus and decrease the time of typ-
ing [6]. They create a structure for assessing documents, 
and emphasize the need for some data elements in 
order to meet the quality and monitoring objectives [7]. 
Despite the positive aspects of structured documenta-
tion in EHR, there are still concerns regarding to patients’ 
information connectivity and unstructured clinical notes 
are still the preferred form of inter-practitioner com-
munication about patients [8]. According to a survey [9] 

the physicians do not trust the information recorded in 
EHR and prefer verbal communication to collect patient’s 
information [10].

Due to variety of clinicians with diverse specialties; 
they have personal preferences and there are varied doc-
ument requirements [11]. Two general methods for data 
entry are known including electronic interface systems 
for structured data and Manual data entry [12], which is 
mainly unstructured data.

Often clinical notes appear as dictated and unstruc-
tured in EHR. The ability to explain what is expressed 
by natural language is considered as one of the benefits 
of free texts [13]. Clinical professionals spend most of 
their time investigating this part of the electronic health 
records [14].

Unstructured data or narrative data are not easily ana-
lyzed and cannot be linked to the structured records, and 
entering these data are time-consuming and illegible as 
well [2]. To utilize the effectiveness of clinical records, 
both of the structured and unstructured data are nec-
essary [11]. In electronic health records, a great part of 
the data stored is unstructured [15]. Another key role of 
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free texts is their acting as a strong communication tool 
between physicians and nurses [2, 16].

It is reported that nurses and physicians believe on 
more documentation time using EHR [17, 18] Despite 
efforts made to structure data entry into EHR there are 
many problems about the patients’ history because of 
structured method data collection. Hence, in many cases, 
in order to transmit supplementary information to all 
parties involved in the treatment process (physicians, 
nurses, radiologists, physiotherapists, psychologists, 
etc.), it is better to use free texts in order to transfer the 
data of diagnoses, treatment methods, and results [19]. 
To provide reliable information and early diagnosis, dif-
ferent technologies are used to collect and process data 
[20].

In spite of different data entry ways of information reg-
istry for EHR including dictation [21], speech recognition 
[22, 23], handwriting recognition [11], scanning paper 
reports [11], template [24], typing [25] and combined 
approach, none of them have been known as the inclusive 
and fast way for data entry in EHR [12, 25].

Many attempts have been made to investigate the dif-
ficulties in clinical data entry in order to promote accept-
ance and quality-in-use of clinical information systems 
[26].

The documentation process in the EHR is known as a 
time-consuming process.

Recent studies showed the limitation of increasing the 
time of entering data into EHR is now considered as one 
of the reasons for the low acceptance rate of this system 
[27]. In [13], it is found that a considerable part (58%) of 
the entry time of electronic health records data is spent 
for entering free texts. Personnel’s waste of time and dis-
satisfaction by 44% put EHR’s usefulness under question. 
Therefore, it is necessary to develop an exact mechanism 
assisting physicians, nurses, and other staffs to register 
free texts on EHR in a time saving method.

In recent years, natural language processing (NLP) has 
been recognized as a viable alternative for data entry [28]. 
NLP area, which performs tasks such text prediction 
through understanding and interpretation of texts and 
speeches, became popular [21].

We propose to examine the utilization of text predic-
tion applied in free text entry in EHR. Text prediction is 
the task of suggesting the next word, letters, phrase or 
sentence while the user is typing. A language model is 
needed to improve prediction [29]. Text prediction tools 
as an assisted data entry function aim to save time and 
effort by reducing the number of keystrokes needed and 
to improve text quality by preventing misspellings [30, 
31].

In this paper, we explore the tasks of word prediction, 
where a system displays a list of suggestions for the next 
word when users start typing free text entry in EHR.

Related work
The application of text prediction systems is diverse in 
the clinical domain. These systems serve as an intermedi-
ate tool for producing reports such radiology report [32] 
and discharge summary [33] to save time and effort by 
reducing the number of keystrokes needed.

In work [34] an autocomplete tool has been developed 
helping physicians at the time of prescribing medication 
to select the correct drug name. Term selection strate-
gies in this work are Edit Distances, Radix Tree, Inverted 
Files. This tool has been tested in the context of the medi-
cal prescription of the HUG. The tool helps to select the 
most appropriate term by ranking the possible results in 
a clever manner. Experimental evaluation shows prom-
ising results and indicates the tool ease the terminology 
manipulations.

The N-gram language model has been used to improve 
the text input rate in work [35]. Results show that by 
reducing the number of phrases that Mentally Disa-
bled Huntington’s Patients can type, text input rate has 
improved.

The study [31] evaluates the multi-prefix match-
ing algorithm, which propose terms whose words’ pre-
fixes own all words in the letters typed by the user. The 
evaluation results indicate that the use of this algorithm 
leads to a decrease in keystrokes (saves an additional 
4.7 keystrokes on average) and it can be used to search 
and retrieve terms from the SNOMED-CT medical 
dictionary.

The study [36] used word prediction to improve the 
efficiency and quality of the input of structured data. In 
this work, prediction lists were used to recognize the 
word being typed. The results of this study on the pub-
lic database of Morbidity and Mortality show 13.0% time 
reduction and 3.9% increase of response accuracy in a 
data entry function.

Gong and coworkers proposed two predictive text 
functions, which are connected to narrative comment 
field widely used in patient safety reporting systems. The 
results show 87.1% for keystroke savings and increase of 
70.5% in text generation rate [26].

The study [37] presents a solution to the word predic-
tion and completion tasks. Their system best recall value 
is 71.28% for word completion and best value Keystroke 
savings value is 44.81% for word completion on the test 
set.

The results of a review of word prediction systems in 
the non-medical domain in 2015 [38] on different lan-
guages indicate that the use of the word prediction 



Page 3 of 7Yazdani et al. Health Inf Sci Syst (2019) 7:6

system based on (2–6) -GRAM for English is 37.4% for 
the Spanish language 51.9% and for Swedish 42.7% sav-
ings on keystroke.

Methodology
There are a variety of approaches to predict the next word 
used in natural language modeling from the early 1980s.

These methods can be classified into three groups [39]:

•	Statistical word prediction is based on the Markov 
assumption, in which only n-1 last words influence 
the next word. This is also called the N-gram Markov 
model.

•	Knowledge-based modeling, which systems that use 
statistical modeling to predict, often examine the 
terms in grammatical terms in order to predict. For 
example, Syntactic Prediction suggests a grammati-
cally consistent word for parts of speech tags and 
phrase structures also in semantic prediction tries to 
predict words that are syntactically and semantically 
true.

•	Heuristic modeling is a compatibility model that 
adapts the system to the user and provides appropri-
ate predictions. In this modeling, the frequency tags 
attached to the words contained in the corpus as the 
user constructs the sentences.

N‑gram
One of the first NLP approaches in the computer science 
field is the N-gram model. N-gram is a method of exam-
ining a sequence of n items available in a text or voice 
utilized in order to predict the following word [18] based 
on their applications, items can be phonemes, syllables, 
letters, words, and base pairs. N-grams are generally col-
lected from text or speech corpuses [40]. This is a poten-
tial predicting model which measures the probability of 
the occurrence of a word after a sequence of n-1 words 
based on Markov chain model [16, 24].

N‑gram equation
N-grams are named according to their size. Unigram 
refers to an N-gram with the size of one, Bigram refers to 
an N-gram with the size of two, and trigram refers to an 
N-gram with the size of three. Larger N-grams are named 
as four gram [41]. In this study, the trigram language 
model was applied.

(1)P(w) ≈

n∏

i=1

p(wi|wi−2,wi−1)

Trigram equation
For example, in the sentence “The patient was trans-

ferred to the operating room”, the N-gram calculations 
will be as follows:

Unigram: “The”, “patient”, “was”, “transferred”, “to”, “the”, 
“operating”, “room”

Bigram equation
Bigram: In this model, the words are considered in 

pairs (formula 2):
“The patient”, “patient was”, “was transferred”, “trans-

ferred to”, “to the“, “the operating”, “operating room”
Trigram: By using formula 1, the words are produced as 

three consecutive words:
“The patient was”, “patient was transferred”, “was trans-

ferred to”, “transferred to the”, “to the operating”, “the oper-
ating room”

Generation of tri‑gram
By employing trigram linguistic model, we can fol-
low a three-word sequence and anticipate the fol-
lowing possible words. To meet this end, we need to 
assess all the sentences available in the corpuses col-
lected in Sect.  3.3 For example, the following sentence 
is selected from the corpus belonging to the scope of 
transesophageal-echocardiogram:

“Localizing x-ray verified the marker to be right at the 
C3–4 interspace.”

Since our proposed model is trigram, after each pair of 
words, we should examine what word has been viewed. 
According to Table 1, the trigram calculated on the sen-
tence above is produced as follows:

According to this model of trigram, when two pairs 
of words of “localizing” and “x-ray” follow each other, 

(2)P(w) ≈

n∏

i=1

p(wi|wi−1)

Table 1  Sample of  calculations for  trigram linguistic 
model

Word-A Word-B Predict word

Localizing X-ray Verified

X-ray Verified The

Verified The Marker

The Marker To

Marker To Be

To Be Right

Be Right At

Right at The

At The C3-4

The C3-4 Interspace
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the following word will be “verified”. This operation will 
be performed on all statements available in each of the 
corpuses collected in Sect.  3.3. Thus, due to the corpus 
comprehensives, it is highly possible that after two pairs 
of words consideration, some words would be available as 
suggestions.

Data
In this study, the available textual reports of anterior-
cervical-decompression, colonoscopy, and transesoph-
ageal-echocardiogram were applied. The notes included 
admission and discharge, outpatient clinical encounter, 
clinic visit and etc.). In order to create a standard corpus 
for each field, we collected and integrated the reports. 
These three clinical reports were randomly retrieved 
from two different non-government clinics and used 
for training and testing. This corpus was containing 
1,509,716 words and the test corpus containing 23,356 
words.

Suggesting best tri‑gram
During system development, we faced problem of 
providing the best candidate to user. For instance, if 
the user typed two words of “Anterior” and “cervical” 
trigrams should be examined based on the collected 
corpus of the two pairs of typed words. In follow-
ing examples, there are two pairs of “cervical” and 
“Anterior” which have been frequently repeated in the 
corpus:

1.	 Anterior cervical discectomy at C5–C6 for neural 
decompression.

2.	 Anterior cervical instrumentation at C5–C6 for stabi-
lization by Uniplate construction at C5–C6.

3.	 Anterior cervical discectomy at C5–C6 and C6–C7 
for neural decompression.

According to the statements assessed in the corpus 
and the two pairs of typed words, the following tri-
grams can be considered:

1.	 Anterior cervical discectomy
2.	 Anterior cervical instrumentation
3.	 Anterior cervical discectomy

At this stage, bearing in mind the corpus compre-
hensiveness, a large number of trigrams are produced 
among which we must select the best and offer it to the 
users. To solve this problem at the production stage of 
the trigrams, the frequency of the occurrence of words 
after the two pairs of typed words is also counted in the 
corpus. The words, which have the highest frequency 

after the two pairs of words typed, can have a greater 
opportunity to be selected by the user for display. The 
following figure demonstrations a part of the calcula-
tions on the corpus where the trigrams and their fre-
quency are also shown (Fig. 1).

Thus, after performing the calculations, the trigrams 
with the highest probability will be offered to the user. 
In Fig.  2, after receiving the two word pairs of “the” 
and “patient”, the system proposes the words of “was”, 
“remained”, “in”, “tolerated”, and “with” which have the 
highest probability. Here, the system is designed based 
on five words having the highest probability which can 
be changed based on more or less words.

Optimizing tri‑gram model process
N-gram calculations are always included issues with high 
run-time order. Therefore, in order to have an acceptable 
performance, we are forced to convert the calculations 
from an online mode to an Offline one. For this purpose, 
as the process of trigram calculations is done once, and 
then the generated database is employed repeatedly. 
Hence, instead of constantly carrying out the calculations 
process on the corpus with the run-time order of O(n), 
the generated database is repeatedly used. In this process, 
after the production of the database based on corpus, it 
will no longer be required to do the calculations. In other 
words, all the possible calculations are conducted on the 
corpus only once, and then the database becomes the ref-
erence of all calculations. Figure  3 demonstrates a part 
of the calculations performed on the corpus (Sect.  3.3) 
which leads to the production of the database.

The search is conducted based on the two pairs of 
words typed by the user; in addition, by finding a record, 
all the words, which are placed after these two words, 
will be accessible along with their frequency number. For 
example, if the user has first entered the word of “aortic” 
and then “valve”, the system will offer words, presented 
in Table 2, to the user. In point of fact, these words are 
exactly five words which have come into the corpus after 
the term “aortic valve” and have the highest frequency 

Fig. 1  Sample of calculations of trigram linguistic model with fre-
quency of words in the database
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compared to the other words. At the final step by using 
trigram Eq. (1), probability of each five candidates is cal-
culated and sort based on the highest probability.

Result
In the present study, to assess the implementation 
of this system, we received help from 150 employees 
working in the field of healthcare such as nurse, physi-
cian and medical transcriber. For each of the selected 
fields, some texts were set aside as the test texts offered 
to the volunteers for typing. This process was carried 
out in two stages including using the given system and 
Microsoft Office Word for typing the sample free text. 

We assigned typing the sample text by either developed 
system or Microsoft Office Word to a user randomly 
with no intentional consequences. The average time 
was compared for two methods.

The typing speed in colonoscopy reports, anterior-
cervical-decompression reports, and transesophageal-
echocardiogram improved by 28.20, 35.82, and 36.06%, 
respectively. These results can be seen in Table 3.

Experiment shows precision increases, until number 
of suggest words lower than 6 and bigger than 5 words. 
The recall tends to get maximum 93% for 5–6 number 
of suggest words and will decrease for bigger window 
size (Fig. 4).

In the flowing table, different numbers of sugges-
tion words’ recalls and precisions are compared. As it is 
shown, precisions and recall percentages depend on win-
dow size (Table 4).

As Fig.  5 specifies, the speed of typing in the three 
reports of the free texts has improved on average by 
33.36% via applying the proposed model.

Fig. 2  Sample of the suggestions of word-predicting model to users

Fig. 3  A part of the offline database showing pre-calculations of the 
trigram linguistic model

Table 2  Sample of  the  words suggested to  the  user 
at the time of typing

Predict Word Frequent Probability

Is 3 0.036

Sclerosis 1 0.012

Reveals 2 0.019

Planimetry 1 0.006

Area 4 0.051

Table 3  Compares the  speed of  typing in  the  model pre-
sented compared to the manual typing of clinical reports

Domain Manual 
type 
time

Proposed 
type system 
time

Improve (%)

Colonoscopy 3′:44″ 2′:47″ 28.20

Anterior-cervical-decom-
pression

3′:26″ 2′:11″ 35.82

Transesophageal-echocardi-
ogram

4′:26″ 2′:50″ 36.06

Fig. 4  Precision and recall’s suggestion words
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Discussion
Despite time-consuming of entering free text, these data 
play a very important role in health information collec-
tion in the electronic health record. Although clinicians 
have a time limitation, they are expected to report well 
in a timely manner [42]. Therefore, the use of systems 
that improve the efficiency of clinicians and medical typ-
ist in data entry seems to be necessary. Text prediction 
tools aim to save time and effort by reducing the number 
of keystrokes needed and to improve text quality by mis-
spellings prevention.

Our text prediction system is based on N-gram lan-
guage model. We examined three measures associated 
with the efficiency in terms of time reduction, keystrokes 
and text generation rates. Our system can significantly 
reduce the number of keystrokes necessary to type nar-
rative texts. Therefore, the typing duration time of free 
texts decreased (33.36% on average) compared with simi-
lar studies [36].

In order to evaluate the effectiveness of the proposed 
system according to the keystroke measurement, 150 
reports were randomly selected out of the corpus. The 
proposed system reduced the average number of key-
strokes per report from 359 (without proposed system) 
to 95. Based on Table  5, the system presented 73.53% 
reduction in keystroke, which is promising in compari-
son with the reviewed works.

Also, the proposed system performance was eval-
uated from the point of view of the text genera-
tion rate. According to the text generation rate, this 
rate on colonoscopy free texts were 0.57 (word per 
second), text generation rates of trans esophageal 
echocardiogram were 0.56 and anterior-cervical-
decompression text generation rates were 0.73. On 
average, 0.61 words were generated on all three free 
text categories.

Conclusion
In this paper, we developed a system accelerating the 
free text entry into EHR based on the trigram language 
model. The designed system was tested on three sets of 
free texts, and the time of typing these texts was meas-
ured separately for all of the three sets. During the 
survey, we observed a decline in the time of typing in 
the three fields. By using the model presented in this 
study, the time of typing all of the unstructured clinical 
texts entered in EHR might be improved Based on our 
knowledge.

Table 4  Compares the  speed of  typing in  the  model pre-
sented compared to the manual typing of clinical reports

Window size Recall (%) Precision (%)

2 79 73

3 84 78

4 91 80

5 93 82

6 93 82

7 91 81

Fig. 5  Compares the speed of typing in the proposed model com-
pared with the manual typing of clinical reports

Table 5  Comparion of keystroks saving(%)

Study Keystrokes 
saving (%)

Eng and Eisner (2004) [32] 70.1

Sevenster M et al. (2012) [31] 59.8

Spithourakis et al. (2016) [37] 44.81

Sevenster et al. (2010) [30] 18

Proposed system 73.53
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