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Abstract

The present paper addresses conceptual issues that are central to emotion research. What is 

emotion? What are its defining characteristics? The field struggles with questions like these almost 

constantly. I argue that definitions, and deciding what is the proper status of emotion, are not a 

requirement for scientific progress - in fact, they can hinder it. Therefore, “emotion” researchers 

should strive to develop a science of complex behaviours, and worry less about their exact nature. 

But for interesting behaviours, is most of the explaining that is needed present at the level of 

isolated systems (perception, cognition, etc.) or at the level of interactions between them? I 

suggest that the level of interactions is where most of the work is needed. Accordingly, I advocate 

that it is important to embrace integration, and not to strive to necessarily disentangle the multiple 

contributions underlying behaviours. More generally, it is argued that we need to revise models of 

causation adopted when reasoning about the mind and brain. Instead, a “complex systems” 

approach is required where the interactions between multiple components lead to system-level - 

emergent - properties that cannot be isolated or attributed to more elementary parts.
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Stop worrying about the definition of emotion

Unlike other areas of mind-brain investigation, emotion research has been constantly in a 

state of existential self-examination. What is emotion? What are its defining characteristics? 

Are emotions distinct from feelings? The field has struggled with such questions for a long 

time - and continues to grapple with them. For example, in the just-published edition of the 

authoritative The Nature of Emotion (Fox, Lapate, Davidson, & Shackman, 2018), “What is 

an emotion?” is still a question that is addressed across nine essays.

Naturally, there is value in developing a “scientifically useful theory of emotions” (Adolphs 

& Andler, 2018). In terms of the brain, a neuroscientist may be interested in studying brain 
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structures such as the amygdala or the periaqueductal grey in a set of tasks that are very well 

defined and controlled. In terms of behaviour, a behavioural researcher may choose to 

investigate simple forms of aversive classical conditioning. It is conceivable that under such 

circumstances one could label the object of their study as “emotion.” Both in terms of brain 

and behaviour, it is also conceivable that a larger set of conditions could be addressed and 

coherently labelled “emotion” (Figure 1A).

But definitions, and deciding what is the proper status of emotion, are not a requirement for 

scientific progress. In fact, definitions can even hinder growth if the conceptual boundaries 

prove to be stifling. For example, had physicists decided that it was imperative to establish if 

light functions as a particle or a wave, it would have been almost certainly detrimental to 

progress; for one, the wave-particle duality is at the core of the foundation of quantum 

mechanics. Consider another example, again from physics. According to the so-called 

Standard Model of particle physics, three forces explain phenomena at the scale of “small 

objects.” The model does not include gravitation, which obviously matters for large objects. 

Whereas particle physics and gravitation could be considered separate areas of research, the 

goal to integrate all four fundamental forces in more complete models has constituted an 

active field of investigation. And, in this pursuit, physicists are not shunned because particle 

physics (for the sake of comparison, consider emotion) is different or separate from 

gravitation (consider cognition).

A specific goal of mind-brain research is to arrive at a scientifically useful theory of 

emotions. However, a broader goal, which I suggest is more important, is to develop a 

science “to explain the complex behaviors of people and animals” (Adolphs & Andler, 

2018). My claim in the present paper is that complex behaviours do not obey the boundaries 

of research areas - such as perception, cognition, action, emotion, and motivation - in any 

useful way.

For most mammals, and indeed many vertebrates, complex behaviours are common, and 

considerably more frequent and sophisticated than realised even fairly recently (for example, 

Clayton & Emery, 2015; Rischawy, Blum, & Schuster, 2015) - their world is not the 

constrained setting of laboratory experiments. The question that needs to be considered then 

is as follows: For “interesting behaviors” that we care about (see the last section), is most of 

the explaining needed to be done at the level of isolated systems (perception, cognition, etc.) 

or at the level of interactions (see the next section) between them? To help in the discussion, 

consider the view articulated by Adolphs and Andler (2018) expressing their interest in a 

level of behavioural complexity situated between reflexes and volitional behaviour, which 

they call the level of “semi-flexibility,” and according to them the rightful place of emotion.

But does this level capture the behaviours of interest to an emotion researcher? Whereas it is 

conceivable that it does, let’s not close doors, and instead allow questions to be investigated 

empirically without prejudgment (“oh, but that is cognition, and of course emotion interacts 

with cognition”). Here, briefly, it is important to consider that “volitional behavior” is also 

characterised by properties of “semi-flexibility.” A growing number of investigators have 

persuasively argued that “control” is much more “automatic” than previously understood 

(see Anderson, 2017; Moors, Boddez, & De Houwer, 2017). For example, Moors et al. 
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(2017) discuss the idea that goal-directed processes should not be viewed as restricted to 

emotion regulation but also play a role in the initial causation of emotional action 

tendencies. They suggest that, if emotional actions are defined as ensuing from action 

tendencies with control precedence (those that take priority over other action tendencies), 

because these action tendencies ensue from stimuli that are relevant for highly valued goals, 

then there should be no a priori reason to deny the role of goal-directed processes in the 

causation of emotional actions. More generally, several investigators have proposed that the 

distinction between goal-directed and stimulus-driven information processing needs to be 

reconsidered (Anderson, 2017; Awh, Belopolsky, & Theeuwes, 2012; Melnikoff & Bargh, 

2018; Pessoa, 2013). In a complementary fashion, there is a considerable body of research 

documenting the ways in which “automatic” emotional processing is influenced by 

awareness, attention, context, and other high-level factors (for example, Pessoa, 2005; 

Pessoa, 2013).

My goal here is not to review the extensive literature informing the issues above but to 

highlight the difficulty of carving behaviours and phenomena that fall within the “rightful 

place of emotion” (Figure 1B). Ultimately, one of the implications of the present paper is 

that this place simply does not exist.

Embracing integration

Models of the mind and brain are peppered with diagrams with boxes and arrows that link 

purported mental functions to each other, and/or to brain regions. Given that the mind-brain 

sciences have been doing this for 150 years (see Shallice, 1988), the language utilised by 

scientists to describe mental and neural processes is, by and large, fairly modular: 

“perception,” “attention,” “motivation,” “cognition,” and so on.

As an illustration of the conceptual issues investigators face, let’s examine a previous 

“attentional blink” experiment from my lab, where participants watched a stream of rapid, 

flashed images containing among them either a house or a skyscraper (Lim, Padmala, & 

Pessoa, 2009). Participants had to identify which of these scenes was present in the video. 

Before viewing the clips, half of the participants received a mild electric shock while 

viewing a series of skyscrapers; the other half, instead, watched a series of houses appear, 

paired with the same mild shock. We found that participants conditioned to the skyscrapers 

detected them better than houses; conversely, participants conditioned to houses detected 

them better than skyscrapers. And in each case, responses in the visual cortex were stronger 

for the type of stimulus (house or skyscraper) to which participants had been conditioned. 

This study shows that perception is not a passive process that merely reflects the external 

world. Rather, it involves picking up on the significance of objects, which determines how 

they are processed.

This type of phenomenon, which can be called affective attention, has been extensively 

studied in the literature (Pessoa, 2005; Vuilleumier, 2005). Conceptually, should we view it 

as emotion or cognition? A popular explanation of the behavioural effect is that it reflects 

the modulation of visual cortex by the amygdala, and given its central role in emotion, the 

effect could be deemed emotional in nature. However, at least five additional brain 
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mechanisms are involved in prioritising the processing of negative items (Pessoa, 2013). 

Furthermore, several of them are believed to be central to attention more generally, not just 

“emotion;” most notably, regions in frontal and parietal cortex that modulate visual 

processing according to an item’s behavioural significance. Indeed, the results of the 

attentional blink experiment were consistent with both amygdala and frontal cortex 

influencing visual cortical responses (Lim et al., 2009). So, should one consider the role of 

the frontal cortex cognitive, and that of the amygdala emotional? This approach is unlikely 

to be productive, however. Both the frontal and the parietal cortex contain a so-called 

priority map, namely, a representation of spatial locations that are salient (such as high-

contrast stimuli) or behaviourally relevant (such as stimuli connected to current goals). It is 

now recognised that in addition to stimulus- and goal-related factors, emotional and 

motivational variables also determine a stimulus’ priority (Pessoa, 2017a). To incorporate 

biological significance into priority maps, fronto-parietal regions appear to interact with 

multiple “evaluative” brain regions, including the amygdala, orbitofrontal cortex, and 

striatum, to prioritise processing based on the emotional/motivational value of a stimulus. 

Taken together, I argue that to understand even a fairly simple phenomenon as the affective 

attentional blink, we need to consider the interactions between multiple systems.

I have proposed that the explanatory lifting that is most greatly needed is at the level of 

interactions. Strictly speaking, however, the concept of an interaction is not opposed to the 

notion of separable entities, as interactions can also refer to distinct variables, processes, or 

systems that, themselves, produce effects in a non-additive manner. Accordingly, a better 

term is perhaps integration, which connotes sufficient intertwining between the putatively 

separate systems that their individuation is a linguistic short-cut. To further clarify this point, 

let’s consider the mechanisms of fear extinction, where a conditioned stimulus (CS) no 

longer predicts the unconditioned one, thereby triggering learning of this new relationship, 

leading to the “extinction” of the conditioned response once elicited by encountering the CS 

(Figure 2A).

The medial prefrontal cortex (PFC) plays an important role in regulating the amygdala 

during fear extinction (Morgan, Romanski, & LeDoux, 1993). At first glance, fear extinction 

appears to fit the scheme of separate entities interacting to generate a new behaviour: 

cognition (tied to the medial PFC) controlling emotion (tied to the amygdala) in a top-down 

fashion. Yet, considering the PFC as “top” and the amygdala as “down” does not take into 

account the richness of the existing neuronal interactions. Multiple cell groups in the 

amygdala actually project to the medial PFC whose outputs in turn influence amygdala 

signals. Some studies even have suggested a “top” role for amygdala neurons in the 

extinction process. The medial PFC is also the target from the hippocampus, an input that 

potentiates medial PFC signals during extinction. Furthermore, the medial PFC receives 

substantial inputs from the thalamus, itself a major subcortical-cortical connectivity hub. 

More generally, during fear extinction - and, in fact, expression - signals from the amygdala, 

medial PFC, and several additional brain areas (including the orbitofrontal cortex) 

collectively determine whether or not to produce a response (for references regarding this 

paragraph, see Pessoa, 2017b). I claim that these multi-region interactions afford greater 

behavioural malleability when responding to threat.
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An alternative approach to attempting to explain fear extinction would possibly label each 

brain region involved in the following manner: amygdala-valence, medial PFC-regulation, 

hippocampus-context, thalamus-sensory and visceral signals, orbitofrontal cortex-

motivation, and so on. One could then describe the ensuing behaviour in terms of the 

“standard” interactions between the putative processes (valence, regulation, etc.) (Figure 

2B). But these processes are not separable; they do not encode stable variables that are 

simply modulated by other variables. Therefore, explanations in terms of standard 

interactions will be found wanting - integration is needed (Figure 2C). To further develop 

this point, I will discuss an even broader conceptual issue that informs the understanding of 

emotion, and in fact of behaviour more generally.

Embracing complexity

Diagrams of mental processes or brain functions, and the general separation of mental 

domains, are ultimately tied to how scientists understand causation in the mind-brain. Stated 

in simple terms, scientists tend to subscribe to what can be called a billiard-ball causal 

model (Pessoa, 2017a). In this scheme, force applied to a ball leads to its movement on a 

table until it hits a target ball. The reason the target ball moves is obvious; the first ball hits 

it, and via the force applied to it, the target ball moves. But this mode of thinking, which has 

been very productive in the history of science, is too impoverished when complex systems - 

including the mind and brain - are considered. “Complex systems” are comprised of 

multiple parts such that interactions between components lead to system-level - so-called 

emergent - properties that cannot be straightforwardly isolated or attributed to more 

elementary parts (Mitchell & Newman, 2002). Emotion and motivation are not isol-able 

from perception and cognition. This is not to say that mental processes are so interrelated as 

to become one and the same thing. But when systems are not isolable, interactions and 

integration of signals are the central elements to be unravelled.

The simplicity of the billiard-ball model depends on the existence of two spatially 

independent items (billiard balls) that make simple contact with each other. Typical 

diagrams place mental processes such as motivation and attention in separate boxes (like 

billiard balls) that can affect each other in direct, simple ways (like a ball hitting another). 

But this analogy will not be helpful in non-decomposable systems like the mind and brain - 

and I would argue hinders progress (Figure 2). Thinking of causation in complex systems is 

much more challenging, of course. Science has only been doing it more seriously since the 

1940–1950s (Von Bertalanffy, 1956). For one, we need new ways of creating diagrams, not 

to mention a new vocabulary and/or way of describing mental and brain phenomena. That, 

of course, is a very tall order, even if we all agreed that these changes were needed (or, more 

modestly, useful).

At the most general level, the present discussion speaks to how we should study systems as 

complex as minds and brains. Dissecting phenomena in terms of their component parts 

seems like an unimpeachable methodology, to the extent that it can be viewed as almost an 

axiom of modern science (Deacon, 2011). The shift described here, which has been 

advocated by many others (for example, Maturana & Varela, 1987; Thompson, 2007), 

proposes a focus not on parts but on processes, which must be understood not solely in terms 
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of their putative constituent elements but in terms of interactions/integration, as well as their 

temporal evolution (Pessoa & McMenamin, 2016). Importantly, when “processes” - or more 

generally complex systems - are invoked there need not be anything vague about it. The 

science of complexity has progressed enormously in the past 80 years, and continues to 

evolve rapidly. Thus, the approach advocated here is still “mechanistic” but the focus is 

inherently interactionist and dynamic.

The study of mind and brain will thus benefit from mathematical and computational tools 

from complex systems, dynamical systems, and control theory (Csete & Doyle, 2002; 

Grossberg, 2017; Hirsch, Smale, & Devaney, 2013; Sugihara et al., 2012). Such models will 

be increasingly important in refining our intuitions about brain and behaviour, not to 

mention formulating experimental predictions. Several other domains of knowledge also 

require such “complex systems” approach for progress to be made, including the study of 

evolution and ecology. The latter is a particularly active area of research, for example, in the 

study of indirect effects in ecological networks (Guimarães, Pires, Jordano, Bascompte, & 

Thompson, 2017), higher-order interactions in large ecological communities (Grilli, 

Barabás, Michalska-Smith, & Allesina, 2017), and causality in complex ecosystems 

(Sugihara et al., 2012). Importantly, the problems addressed are not simply abstract, or 

theorerical, ones. For instance, a central objective in ecology is to explain how the 

tremendous diversity of species in nature persists despite differences in their ability to 

compete for survival. In a classic paper, the theoretical biologist Robert May (1972) showed 

formally that, under some assumptions, community diversity destabilises ecological systems. 

In other words, diverse communities lead to instabilities such as the local elimination of 

certain species. Recent theoretical results show, however, that higher-order interactions can 

cause communities with greater diversity to be, instead, more stable than their species-poor 

counterparts, contrary to classic theory (Bairey, Kelsic, & Kishony, 2016; Levine, 

Bascompte, Adler, & Allesina, 2017). The goal of this brief excursion into ecology is to 

illustrate that concrete steps are being taken in other research areas, and that the implications 

can be indeed foundational.

What type of science of brain and behavior?

The argument outlined here is that researchers should strive to contribute toward the 

development of a science that explains complex behaviours, not just emotion. Because 

“interesting behaviors” do not respect the boundaries of research areas, the field should 

move past defining emotion, or worrying about its rightful place in the mind and brain. I also 

suggest that serious progress in our “new science” will require embracing both integration 

and complexity in ways that far outstrip current attempts in this direction. A qualitative jump 

is required here, one which will necessitate the training of a new generation of researchers 

equally versed in experimental and formal methods.

Until now, I have side-stepped the question of what constitutes “interesting” or “complex” 

behaviours, which I have purposively left unaddressed. Adolphs and Andler (2018) suggest 

that the level of “semi-flexibility” is an appropriate target for emotion research. Although 

having a target is laudable and can help direct investigation efforts, I am afraid that any one 

given level is too constraining, and more likely to be a straight-jacket in the end. Ethology - 
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the science of behaviour, especially in its natural environment - has made vigorous progress 

in the past few decades. Natural behaviours are nuanced, flexible, context dependent, and 

plastic, especially so for mammals, not to mention primates and humans. It is time for 

emotion research to embrace that complexity and let go of more than a century of viewing 

emotion as tied to primitive, inflexible behaviours. Failure to change course will only 

enhance the “tunnel vision” that has dominated, for instance, the study of fear (Paré & 

Quirk, 2017), which has been described as having hit a conceptual cul-de-sac (Kim & Jung, 

2018). What has been stated in the case of the study of fear could well pertain to emotion 

research more generally - unless we detour into more profitable scientific avenues.
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Figure 1. 
Emotion properties. (A) Suggested key properties of emotion by Adolphs and Andler 

(2018). (B) The axis of automaticity from stronglyautomatic to highly controlled. Top: 

Emotional phenomena are purported to be situated between reflexes and cognitive processes. 

Bottom: An alternative view in which emotional and cognitive phenomena largely overlap 

along the automaticity axis.
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Figure 2. 
Fear extinction and brain processes. (A) Schematic representation of fear extinction. (B) 

Conceptualisation of fear extinction in terms of the top-down regulation of the amygdala by 

the medial prefrontal cortex, with additional variables influencing the process. (C) 

Schematic representation of the connections between some of the brain regions involved, 

emphasising a non-hierarchical view of the processes leading to fear extinction. The 

descriptors “valence,” “regulation,” and so on, are not tied to brain areas in any 

straightforward one-to-one fashion. Abbreviations: CS, conditioned stimulus; MPFC, medial 

prefrontal cortex OFC, orbitofrontal cortex.
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