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Abstract

Dynamic functional connectivity (DFC) aims to maximize resolvable information from functional 

brain scans by considering temporal changes in network structure. Recent work has demonstrated 

that static, i.e. time-invariant resting-state and task-based FC predicts individual differences in 

behavior, including attention. Here, we show that DFC predicts attention performance across 

individuals. Sliding-window FC matrices were generated from fMRI data collected during rest and 

attention task performance by calculating Pearson’s r between every pair of nodes of a whole-

brain atlas within overlapping 10–60s time segments. Next, variance in r values across windows 

was taken to quantify temporal variability in the strength of each connection, resulting in a DFC 

connectome for each individual. In a leave-one-subject-out-cross-validation approach, partial-

least-square-regression (PLSR) models were then trained to predict attention task performance 

from DFC matrices. Predicted and observed attention scores were significantly correlated, 

indicating successful out-of-sample predictions across rest and task conditions. Combining DFC 

and static FC features numerically improves predictions over either model alone, but the 

improvement was not statistically significant. Moreover, dynamic and combined models 

generalized to two independent data sets (participants performing the Attention Network Task and 

the stop-signal task). Edges with significant PLSR coefficients concentrated in visual, motor, and 
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executive-control brain networks; moreover, most of these coefficients were negative. Thus, better 

attention may rely on more stable, i.e. less variable, information flow between brain regions.

Keywords

dynamic functional connectivity; predictive modeling; sustained attention; individual differences; 
partial least squares regression

1. Introduction

Functional connectivity (FC) probes the network organization of the human brain by 

quantifying temporal dependencies between signals from voxels, regions, or networks (Fox 

and Raichle, 2007). FC studies have traditionally focused on revealing group-wise 

differences in disordered and healthy populations (Fox and Raichle, 2007) and decoding the 

functional magnetic resonance imaging (fMRI) signal correlates of cognitive states (Shirer et 

al., 2012), for which inter-individual variability was mostly considered as a source of noise. 

However, recent work has demonstrated that FC patterns are unique to individuals and 

relatively stable across cognitive states including task performance and rest, akin to neural 

“fingerprints” (Finn et al., 2015; Cole et al., 2014; Noble et al., 2017; Gratton et al., 2018). 

Furthermore, FC patterns predict individual traits, aptitudes, clinical diagnoses, and 

treatment outcomes (Arbabshirani et al., 2017; Rosenberg et al., 2016a, b), leading to the 

emergence of a new personalized neuroscience geared toward behavioral prediction 

(Rosenberg et al., 2016; Shen et al., 2017; Kessler et al, 2016; Poole et al., 2016; O’Halloran 

et al., 2018; Galeano-Weber et al., 2017; Reinen et al., 2018; Woo et al., 2017; Gabrieli et 

al., 2015).

In tandem, a promising subfield known as dynamic FC (DFC) has gained momentum. 

Traditionally, FC is considered in a “static” sense in that all time points in a fMRI scan are 

taken to produce a single measure of average FC. Despite its success in characterizing 

behaviorally relevant individual variation, static FC (SFC) loses information at a temporal 

scale, since functional brain networks exhibit spontaneous dynamic fluctuations over scan 

time (Chang and Glover, 2010; Hutchison, 2013). Recently, Matsui and colleagues (2016) 

have corroborated a neurophysiological underpinning of observed FC nonstationarity by 

aligning hemodynamic- and calcium-based neuronal signals in mice and ascribing temporal 

FC fluctuations to transient co-activation patterns. A growing body of studies now considers 

fluctuations in FC across time statistically valid and physiologically informative.

The most well-adopted method to measure DFC is to slide a temporal window across time 

points in the scan, and compute a correlation matrix within each resultant window 

(Hutchison et al., 2013; Allen et al., 2013; Rashid et al., 2016; see Preti et al., 2016 for a 

review of DFC methods). This outputs a three-dimensional stack of windowed FC matrices, 

which is then reduced into summary statistics using one of two approaches. The state-based 

approach tracks recurring spatial FC configurations over time. To this end, windowed FC 

series are first concatenated across subjects, and then clustered with an algorithm such as k-

means to identify canonical centroid “states”. This allows higher-order summary statistics to 

be taken with respect to the states as fundamental units, such as dwell time in the identified 
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states (Jones et al., 2012; Li et al., 2017), or a metastate vector representing the various 

states’ contributions to each windowed segment (Rashid et al., 2016). The edge-based 

approach, in contrast, takes temporal features for each functional connection or “edge” as 

the fundamental unit. An operation such as standard deviation (Kucyi et al., 2013; Laufs et 

al., 2014) or coefficient of variation (Gonzalez-Castillo et al., 2014) is directly applied along 

the windowed FC stack to estimate the dynamic properties of each edge, yielding a DFC 

matrix of the same dimension as an SFC matrix.

DFC measured with sliding window correlations and other approaches (Chang and Glover, 

2010; Yaesoubi et al., 2015a; Xu and Lindquist, 2015; Lindquist et al., 2014) has been 

promising in discovering variation in brain function across groups and individuals (see Preti 

et al., 2016 for a review of DFC applications). FC variability and state occupancies have 

been used as a demographic marker, showing significant differences across age (Hutchison 

and Morton, 2015) and gender (Yaesoubi et al., 2015a). Studies of consciousness have 

related FC variability between specific regions to frequency of daydreaming (Kucyi and 

Davis, 2014), mental flexibility (Yang et al., 2014) and attentional task performance 

(Madhyastha et al., 2015). Furthermore, cross-validated clinical neuromarkers have been 

derived from DFC: most prominently, individuals with schizophrenia were found to spend 

more time at rest in less lower-connectivity states (Du et al., 2016; Damaraju et al., 2014); 

more generally, Rashid et al., 2016 demonstrated improved SVM classification of control, 

schizophrenic, and bipolar disorder individuals by using DFC than SFC features. DFC has 

further yielded clinical applications in autism (Price et al., 2014), mild cognitive impairment 

(Wee et al., 2016a, 2013), and post-traumatic stress disorder (Li et al., 2014).

Despite these results, the robustness of the sliding-window correlations method has been 

called into question, especially in resting-state studies. Hindriks and colleagues (2016) 

showed that sliding-window correlations cannot capture statistically significant DFC in the 

resting-state. Laumann and colleagues (2016) further demonstrated that most of the 

measured resting-state FC variability is attributable to sampling variability, being 

indistinguishable from simulated data with stationary FC by design, and to sources of non-

stationary physiological noise including head motion. Thus, there is a call for more rigorous 

statistical testing for DFC, more comprehensive correction of head motion, richer 

behavioural validation of DFC, and corroboration of resting-state DFC discoveries through 

task-based fMRI.

The shift in FC literature toward individual predictive modeling, in conjunction with the 

development of DFC knowledge, offers a unique opportunity to explore the utility of DFC, 

particularly standard sliding window-based approaches, in predicting individual behaviour. 

We applied a recently developed cross-validated machine-learning pipeline, connectome-

based predictive modeling (“CPM”), to predict individual behavior scores from brain 

activity (Finn et al., 2015; Rosenberg et al., 2016; Shen et al., 2017). In CPM, a brain-

behavior regression model is trained on a database of individuals scanned under task-based 

or resting-state fMRI, and fitted to brain data of novel individuals to predict a behavior 

score. Using whole-brain SFC as model input, CPM accurately predicted individual 

differences in sustained attention (Rosenberg et al., 2016), neuroticism and extraversion 

(Hsu et al., 2018), and cognitive impairment related to Alzheimer’s Disease (Lin et al., 
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2018), reliably generalizing across independent datasets. Here, we demonstrate that DFC 

during task performance and rest successfully predicts individual differences in sustained 

attention. Using sliding-window correlations, we quantify the dynamics of functional 

connections, or edges. These DFC statistics, obtained under either task performance or 

resting state, are used as CPM features to successfully predict individual differences in 

performance across three attention tasks. Moreover, incorporating DFC features consistently 

improves predictions upon SFC alone, and this result generalizes across independent 

datasets.

To maintain attention toward a specific task requires individuals to resist mind-wandering 

and external distraction, which could be mediated by FC fluctuations (Hutchison 2013b). In 

light of this, one might hypothesize that sustained attention benefits from reduced temporal 

variability in functional networks underlying executive processing, working memory, 

perception, internal cognition and other task demands. Indeed, analyzing the spatial 

distribution of the significantly predictive networks, we find that improved sustained 

attention is predicted by reduced temporal variability of edge strength in the majority of 

edges, with notable exceptions in the frontoparietal network. Overall, better attention may 

rely on more stable (less variable) information flow between regions processing ongoing 

tasks, and DFC may complement SFC in characterizing individual differences in attention.

2. Materials and Methods

2.1. Data acquisition

1. Internal validation dataset: gradual-onset continuous performance task 
(gradCPT)

Participants:  The internal validation sample described here was originally described in 

previous work (Rosenberg et al., 2016). In brief, thirty-one adults from Yale University and 

the New Haven community were recruited. Six were excluded due to excessive head motion, 

and data from only the remaining twenty-five were used for subsequent analyses.

Task paradigm and stimuli:  The gradual-onset continuous performance task (gradCPT; 

Rosenberg et al, 2013; Esterman et al., 2013) for sustained attention was conducted. Stimuli 

were grayscale pictures of city or mountain scenes. Each picture gradually transitioned to 

the next over an 800-ms duration. Participants were instructed to press a button to city 

scenes (90% of the stimuli) and withhold response to mountain scenes.

Task-based and resting-state scan procedure:  Following an MPRAGE anatomical run, 

two 6-min resting-state runs and three 13.44-min task runs were conducted. Each task run 

consisted of an 8-s fixation period followed by four 3-min gradCPT task blocks (thus 225 

stimuli per block), interleaved with 32-s break periods. Fixation and break periods are 

excluded in subsequent analyses. Block-wise task performance was quantified with 

sensitivity (d’), i.e. the inverse of the standard normal cumulative distribution function of the 

false alarm rate subtracted from that of the hit rate. An individual’s overall sustained 

attention performance was quantified as the mean d’ over all usable task blocks.
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Image parameters and preprocessing:  fMRI data were acquired at the Yale Magnetic 

Resonance Research Center (3T Siemens Trio TIM system equipped with a 32 channel head 

coil) using multiband echo-planar imaging (EPI) with the following parameters: repetition 

time (TR) = 1,000 ms, echo time (TE) = 30 ms, flip angle = 62°, acquisition matrix = 84 × 

84, in-plane resolution = 2.5 mm2, 51 axial-oblique slices parallel to the anterior 

commissure–posterior commissure (AC–PC) line, slice thickness = 2.5 mm, multiband 3, 

acceleration factor = 2. MPRAGE parameters were as follows: TR = 2530 ms, TE = 2.77 

ms, flip angle = 7°, acquisition matrix = 256 × 256, in-plane resolution = 1.0 mm2, slice 

thickness = 1.0 mm, 176 sagittal slices. Slice timing correction was not applied due to the 

use of multiband. The 2D T1-weighted structural image was also acquired with the same 

slice prescription as the EPI images. fMRI data were preprocessed using BioImage Suite and 

custom MATLAB (Mathworks) scripts, and motion-corrected with SPM8 (http://

www.fil.ion.ucl.ac.uk/spm/software/spm8/). The data processing steps steps were: (1) 

conversion of dicom to nifti files; (2) motion correction of functional images with SPM; (3) 

skull-stripping of high-resolution anatomical and coplanar images; (4) registration of the 

functional atlas from MNI space into single-subject space via a concatenation of a linear and 

nonlinear registration between the functional images, high-resolution anatomical scan, 

coplanar scan, and MNI brain; (5) regression of nuisance parameters including linear and 

quadratic drift, cerebrospinal fluid signal, white matter signal, global signal, and a 24-

parameter motion model (6 motion parameters, 6 temporal derivatives, and their squares); 

and (6) temporal smoothing with a zero mean unit variance Gaussian filter (cutoff frequency 

= .12Hz).

Functional runs with excessive head translation (> 2 mm) translation or rotation (> 3°) were 

excluded from analysis; these included a resting run from two participants and a task run 

from 5 participants.

2. External validation dataset 1: Attention Network Task (ANT)

Participants:  Fifty-six adults from Yale University and the New Haven community were 

recruited, of which eight were excluded for excessive head motion, and a further four were 

excluded due to missing task runs, leaving forty-four subjects with usable data. This sample 

is described in detail in previous work (Rosenberg et al., 2018).

Task paradigm and stimuli:  ANT administration replicated Fan et al. (2005) except for 

increased inter-trial intervals (ITIs) (Fan et al., 2005). ANT trials began with a 200-ms cue 

period. Each trial had equal probabilities of being center-cue, spatial-cue, or no-cue. On 

central-cue trials, an asterisk appeared in the center of the screen to alert subjects to an 

upcoming target; on spatial-cue trials, the asterisk appeared above or below the center 

fixation cross to indicate where on the screen the upcoming target would appear; no cue 

appeared on no-cue trials. After a variable period of time (0.3–11.8 seconds; mean = 2.8 

seconds), five horizontal arrows appeared above or below the central fixation cross. 

Participants were instructed to press a button indicating whether the center arrow pointed left 

or right. On congruent trials (50%), the central target arrow pointed in the same direction as 

the flanking distractor arrows; on incongruent trials (50%), the target pointed in the opposite 

direction. After a button press (or after two seconds if no response was detected), the arrows 
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disappeared and a variable ITI (5–17 seconds; mean = 8 seconds) began. Each of the six 

ANT runs consisted of two buffer trials followed by 36 task trials. Each run consisted of six 

examples of each of the six trial types (combinations of central-cue/spatial-cue/no-cue and 

congruent/incongruent). Trial order was counterbalanced within and across runs. ANT 

performance was measured with the variability of correct- trial RTs (Rosenberg et al., 2018), 

multiplied by −1, so that a higher score indicated better performance.

Image parameters and preprocessing:  MRI data were collected at the Yale Magnetic 

Resonance Research Center on the same system as the gradCPT dataset. Experimental 

sessions began with a high-resolution anatomical scan, followed by two 6-min resting scans 

and six 7:05-minute ANT runs. Participants fixated on a center cross during rest runs, and 

were asked to respond quickly and accurately on task runs. Rest runs included 360 whole-

brain volumes and task runs included 425 volumes. MRI scan parameters and preprocessing 

procedures were the same as those in the gradCPT dataset. Runs with excessive head 

translation (>2mm), rotation (>3°), or mean framewise displacement “FD” (>0.15mm) were 

excluded from analysis. As a result, one task run was excluded from three participants, and 

two task runs were excluded from one participant. All participants had two rest runs with 

acceptable levels of motion.

Note that in the gradCPT sample, FD was not used as an explicit exclusion criterion because 

FD in all included runs was <.11 mm. Framewise displacement was added as an exclusion 

criteria for the Attention Network Task (ANT) and stop-signal task (SST; see below) 

datasets as an additional conservative control.

3. External validation dataset 2: stop-signal task (SST)

Participants:  We used a dataset of healthy adults originally collected by Farr and 

colleagues (Farr et al., 2014a, b) and analyzed in our previous work (Rosenberg et al., 

2016b). These data included 24 healthy adults given a single 45 mg dose of methylphenidate 

approximately 40 min before an fMRI scan session and 92 healthy adults scanned as part of 

a control cohort. Detailed participant information can be found in previous studies (Farr et 

al., 2014a, b). Data exclusion was performed as described in Rosenberg et al., 2016b.

Task paradigm and stimuli:  Subjects performed a stop-signal task in the scanner (Farr et 

al., 2014a). In each trial, a dot first appeared in the center of the screen, and after a random 

interval of one to five seconds, the dot changed into a circle, representing a “go” signal, 

upon which participants were instructed to press a button as quickly as possible. Once the 

button was pressed, or after one second if no response was detected, the circle disappeared. 

A 2-second interval preceded the next trial. ~25% of trials were stop trials, in which an “X”, 

the “stop” signal, replaced the go signal after it appeared. Participants were instructed to 

withhold response whenever they saw a stop signal. The stop-signal delay (time between the 

go and stop-signal onsets) was stair-cased within-subject so that each participant was able to 

withhold response on approximately half of stop trials. As described previously (Rosenberg 

et al., 2016b), task performance was assessed with go rate, the percent of trials a subject 

correctly responded to a go signal.
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Image parameters and preprocessing:  MRI data were collected at the Yale Magnetic 

Resonance Research Center as in the above datasets. Images were acquired using an EPI 

sequence with the following parameters: TR = 2,000 ms, TE = 25 ms, flip angle = 85°, field 

of view (FOV) = 220 × 220 mm, acquisition matrix = 64 × 64, 32 axial slices parallel to the 

AC–PC line; slice thickness = 4 mm (no gap). A high-resolution T1-weighted structural 

gradient echo scan was acquired with the following parameters: TR = 2530 ms, TE = 3.66 

ms, flip angle = 7°, FOV = 256 × 256 mm, acquisition matrix = 256 × 256, 176 slices 

parallel to the AC–PC line, slice thickness = 1 mm.

fMRI data were preprocessed as described in the gradCPT section above. fMRI runs with 

excessive head motion, defined a priori as > 2 mm translation, > 3° rotation, or > 0.15 mm 

mean FD were excluded from analysis. Next, following visual inspection of pitch, roll, and 

yaw head motion time courses courses, four resting-state runs with obvious movements near 

the start or end were cropped to remove 49–105 volumes associated with excessive motion. 

Finally, to eliminate differences in mean frame-to-frame displacement between the 

methylphenidate and control groups, participants in the methylphenidate group with the 

highest mean frame-to-frame displacement were excluded one by one until groups were 

matched on all motion measures. The final rest cohort included 16 individuals administered 

methylphenidate and 56 controls, and the final task cohort included 19 individuals 

administered methylphenidate and 64 controls (Rosenberg et al., 2016b).

2.2. Static and dynamic FC connectome construction (“Step 1”, Figure 1)

First, functional network nodes were defined using the Shen 268-node functional brain atlas, 

which covers the cortex, subcortex and cerebellum (Shen et al., 2013). This atlas was 

transformed from MNI space to individual space with transformations estimated using 

intensity-based registration algorithms in BioImage Suite. Each subject’s preprocessed 

voxel-wise time series were then averaged to produce 268 nodal time series, normalized to 

zero mean and unit variance.

Next, for each individual in each data set, we constructed static functional connectivity 

matrices by computing the Pearson’s correlation coefficient (r) between every possible pair 

of nodal time series, concantenated across rest runs or task blocks. The resulting values were 

Fisher z-transformed, leading to one resting-state and one task-based 268-by-268 SFC 

matrix per subject (Rosenberg et al., 2016).

After generating SFC matrices, we generated DFC matrices for each individual with the use 

of a tapered sliding window. Compared to a rectangular window, tapering reduces the weight 

of boundary time points in calculating windowed-FC matrices, increasing the sensitivity to 

outliers in the detection of DFC, leading to a smoothening of the DFC timecourse. This 

ensures that the inclusion or exclusion of instantaneous noisy observations do not appear as 

a sudden change in the DFC timecourse (Preti et al., 2016; Allen et al., 2014). Here, six 

Tukey-shaped windows with r = 0.5 (i.e. the first and last 1/4 of the entire window length 

consist of segments of a phase-shifted cosine with period 2r = 1), and respective widths of 

w=10, 20, 30, 40, 50, 60 TRs were created and slid down each rest run or task block in steps 

of 1TR. Within each windowed segment, pairwise Fisher’s z-transformed r values were 

again taken to generate a FC matrix. This led to a DFC timecourse for each edge, or a 268-
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by-268-by-#{windows} array, within each rest run or task block. The DFC timecourses were 

concatenated across the 2 rest runs or 12 task blocks. Finally, variance (σ2) was calculated 

along the concatenated DFC timecourses to quantify the temporal variability of edge 

strength, leading to a rest-based and a task-based 268-by-268 DFC matrix per subject 

corresponding to each of the six window size values.

2.3. Predictive model: training, optimization, and cross-validation (“Step 2”, Figure 1)

Partial least squares regression (PLSR) highlights relationships between variables by 

representing them in latent components. Our previous work (Yoo et al., 2018) justified PLSR 

as the method of choice in building models to predict attention scores from static FC 

patterns. In this work, we expanded upon Yoo and colleagues by allowing the number of 

PLS components to be a tunable parameter in our predictive algorithm. To that end, we 

specifically used the kernel PLSR algorithm, which was developed to construct nonlinear 

regression models in high-dimensional feature spaces (Rosipal and Trejo, 2001). Kernel 

PLSR is preferred over its counterpart, the SIMPLS algorithm, because it optimally 

represents significant variance in the feature space with a lower number of components, 

while retaining the same results for single-component predictions. DFC was the new feature 

space in our models, and results were compared to previous SFC benchmarks. Combined 

models were then created to determine whether DFC supplements information from SFC to 

yield improved predictions. Predictive models were trained and tested on both resting-state 

and task-based fMRI data in order to show maximal generalizability across cognitive states.

Static and dynamic models were first constructed within the gradCPT “internal validation” 

sample, under a leave-one-out-cross-validation (LOOCV) framework. In each iteration of 

LOOCV, the 25 subjects were split into a training set (24) and a testing set (1); then, a PLSR 

model was trained to predict sensitivity (d’) from SFC and DFC matrices in the training set, 

and applied on the left-out subject’s corresponding matrix to predict their d’. Spearman’s 

rank correlation coefficient (ρ) was taken between predicted and observed d’ scores across 

iterations to quantify model performance.

Two parameters were allowed to vary across the LOOCV iterations: in the dynamic model, 

w (window size) could take on values from {10,20,30,40,50,60TR}; in all models, n 
(number of PLS components to retain) could range from 1 to the number of subjects. To 

optimize each out-of-sample prediction, the values of these parameters were tuned in a 

nested LOOCV procedure: an inner LOOCV loop was run to determine the value of w and n 
that maximized ρ in that particular training set.

Combined models were then constructed by concatenating each individual’s SFC matrix 

with their DFC matrix corresponding to the optimal w value and re-applying PLSR; once 

again, n was optimized in a nested LOOCV loop, and ρ was taken between predicted and 

observed d’.

Finally, static, dynamic, and combined predictive models trained on the internal datasets 

were applied to the ANT and SST “external validation” datasets. Since each round of 

LOOCV results in a different PLSR model, median values of w and n among the 25 

iterations were used to define an overall PLSR model, which was applied, completely 
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unchanged, to predict d’ in ANT and SST subjects. ρ was then taken between predicted d’ 
scores and observed attention scores (- RT variability and go rate, respectively) to quantify 

model performance.

2.4. Similarity of individual static and dynamic matrices

If a FC measure shows no replicability within an individual across scans, cognitive states, 

and time, it cannot provide robust information inherent to the individual. Thus, an FC 

measure must first exhibit reliability within individuals before it can have utility for 

behavioral prediction. To characterize the intra-subject reliability of static and dynamic 

matrices, similarity 1) between each individual’s static/dynamic task-based/resting-state 

matrices across the conducted scan runs, 2) between each individual’s SFC matrix and DFC 

matrix (from 20TR windows, which was determined as the optimal window length for 

prediction, see Results) under task-based and resting-state scans, and 3) between each 

individual’s task-based matrix and resting-state matrix for both static and dynamic FC, were 

quantified with Pearson’s r.

2.5. Feature-level statistical head motion correction

Head motion is a nonstationary source of non-physiological noise. This can be especially 

detrimental to sliding-window fMRI analyses, since windows across time may be affected 

differently by noise artifacts, contaminating the observed DFC properties (Laumann, 2016). 

To demonstrate that model performance was not fully attributable to motion confounds, we 

included a further feature-level statistical head motion correction, in addition to the head 

motion correction carried out in preprocessing steps. We linearly regressed static functional 

connectivity (SFC) and dynamic functional connectivity (DFC) matrix values on three 

motion parameters: maximum displacement, mean frame-to-frame displacement, and 

rotation, across subjects, observed during corresponding rest or task scans. Then, we ran 

predictive modelling using the residuals of SFC and DFC matrices in the internal validation 

sample, now controlled for motion.

2.6. Significance testing

To obtain the null distribution for each model’s ρ, a 103-iteration permutation test was 

performed by shuffling the d’ labels and re-applying the predictive modeling procedure 

described above. The one-tailed p-value associated with each ρ value (denote ρ*) was the 

proportion of permutations yielding a ρperm ≥ ρ*.

2.7. Neuroanatomical analysis of predictive edges

We first grouped the 268 nodes into eight intrinsic connectivity networks (e.g., default mode, 

frontoparietal), defined previously using the Shen atlas (Shen et al., 2013). This localizes 

each edge within an intersection of two networks (including a network’s intersection with 

itself). We next conducted two analyses to investigate the neuroanatomical distribution of 

features driving PLSR model predictions.

Firstly, we counted the number of significantly predictive edges within each network pair. A 

105-iteration permutation test (separate from those described in the previous section) was 

conducted on 20TR-window task-based DFC connectomes in the internal validation sample, 
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to identify the edges whose temporal variability had significant PLSR coefficients (denote 

ß*). The null distribution for each edge’s ß was obtained by shuffling the d’ labels in 105 

permutations, and fitting a PLSR model to predict these shuffled d’ values from all 25 DFC 

connectomes in the dataset. For edges with positive ß*, p was calculated as the proportion of 

permutations with ßperm ≥ ß*; for edges with negative ß*, p was calculated as the proportion 

of permutations with ßperm ≤ ß* (hence, one-tailed p-values are reported). Edges with p < 

0.05 were considered significant dynamic features. We then simply counted the number of 

significant edges within each network pair.

Secondly, edge coefficients in the PLSR model were summed within pairs of intrinsic 

connectivity networks, regardless of their significance values. This considers the effect of 

raw magnitudes of edge coefficients on model predictions.

3. Results

Performance of predictive models was assessed with Spearman’s correlation (ρ) between 

predicted d’ and observed d’ (internal validation set), or between predicted d’ and observed 

RT variability or Go-rate (external validation sets) (Figure 2). There was a total of 3 

functional connectivity feature sets (static/dynamic/combined) × 3 independent datasets × 2 

training conditions (rest/task) × 2 testing conditions (rest/task) = 36 PLSR models.

3.1. Dynamic models predict attention across datasets

In the internal validation sample, PLSR models trained on resting-state DFC matrices 

significantly predicted left-out individuals’ d’ scores from task-based DFC matrices, 

whereas those trained on task-based DFC matrices significantly predicted left-out 

individuals’ d’ scores from both resting-state and task-based DFC matrices (p < .05; Figure 

2, Table 1). Models trained on task matrices numerically outperformed models trained on 

rest matrices (tested on rest: ρ = .46 vs. 34; tested on task: ρ = .81 vs. .57), mirroring 

previous findings in SFC-based CPM (Rosenberg et al., 2016; Yoo et al., 2018).

In the external validation samples, dynamic models were trained on either task or rest 

matrices using the full gradCPT sample, and applied, completely unchanged, to the 

independent SST and ANT samples. The gradCPT model trained on task-based dynamics 

generalized to predict SST performance from resting-state test data and ANT performance 

from both resting-state and task-based test data; the gradCPT model trained on resting-state 

dynamics generalized to predict SST performance from resting-state test data and ANT 

performance from task-based test data. Thus, task-based and resting-state models each 

showed generalizability to at least one unseen task-based and resting-state dataset. Static 

models generally outperformed dynamic models, with the exceptions of the model trained 

and tested on task-based gradCPT data (r = 0.81 for both static and dynamic), and the model 

trained on resting-state gradCPT and tested on task-based SST data (r = 0.30 for static; r = 

0.38 dynamic). (Figure 2). Trends in the amount of test-set variance (R2) explained by static, 

dynamic and combined FC PLSR models across datasets closely mirrored those in 

Spearman’s ρ (Table 1).

Fong et al. Page 10

Neuroimage. Author manuscript; available in PMC 2020 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



We applied separate Bonferroni corrections for the 4 p-values (p < 0.0125) in the internal 

validation sample and for the 8 p-values (p < .006025) in the external validation samples 

corresponding to the dynamic models. Of the 12 tests, all except 2 (gradCPT rest-rest; ANT 

rest-rest) were originally significant (p < 0.05). Of the 10 significant tests, 6 survived 

Bonferroni correction (gradCPT rest-task, task-task; ANT task-rest; SST rest-task, task-rest, 

task-task). We note that Bonferroni is the most conservative way to correct for multiple 

comparisons; moreover, the tests are not independent, due to the overlap between the 

training data across tests. Hence, while this procedure is very stringent against our 

hypothesis, we still observe significant prediction power after applying it.

Related DFC work by Leonardi and colleagues (2014) have recommended applying high-

pass filtering on fMRI timecourses to prevent spurious fluctuations slower than the window 

size from affecting estimated within-window correlations. Supplementary Table S1 shows 

the results of internal validation tests after applying a high-pass filter with cut-off frequency 
1
w  (eg. 0.05Hz for 20TR windows) to both rest and task fMRI timecourses before generating 

DFC and combined FC matrices. The models remained significantly predictive, suggesting 

that observed DFC is attributable to meaningful, non-spurious correlations.

Additionally, GSR is a controversial preprocessing step (Ciric et al., 2017). For a 

comprehensive control, we replicated the internal validation tests without GSR, with results 

enclosed in Supplementary Table S2. 2 of the 3 originally significant dynamic models 

remained significant, and combined models continued to outperform static models.

3.2. Combined models numerically, but not significantly, outperformed static functional 
connectivity models across datasets

In all internal and external validation analyses, combined models, which included both SFC 

and DFC features, significantly predicted d’ from task-based and resting-state data (Figure 

2). Combined models performed numerically equivalent to or better than static models in all 

cases except when trained on task gradCPT and tested on rest ANT data. The difference 

between Spearman’s ρ from static and combined FC models did not reach significance (p < 

0.05) under Steiger’s Z-test for testing the statistical significance of the difference between 

dependent correlations (Revelle, 2018).

We next carried out a control analysis, substituting DFC with BOLD variability features (for 

each of the 268 nodes) and then combining them with SFC models. We observe that 

combined SFC-BOLD variability models underperformed baseline SFC models in all cases, 

even where BOLD variability models were statistically significant (see Supplementary Table 

S3). Thus, while simple brain features may predict behavior on their own, they can become a 

source of noise and hurt model performance when added to pre-existing models with better 

features. The small but consistent numerical improvement from combining SFC and DFC 

models strongly suggests this is not the case with DFC. Furthermore, combined SFC-DFC 

models outperformed combined SFC-BOLD variability models, even where BOLD 

variability outperforms DFC (trained on task, tested on rest). This result was significant (p < 

0.05) under Steiger’s Z-test for models trained on rest or task and tested on task, suggesting 

that DFC adds significantly more value than noise.
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3.3. Optimal parameter choices for prediction performance

Window size values were allowed to vary between {10,20,30,40,50,60TR} across the 

gradCPT internal validation iterations. Within each iteration, a nested LOOCV procedure 

was run to select the window size that optimized Spearman’s ρ between predicted and 

observed d’. 20TR emerged as the optimal window size in 93% of the iterations. Thus, 20TR 

was overwhelmingly favored over other values in predicting attention. We furthermore 

conducted a post-hoc analysis on the effect of variable window sizes on prediction 

performance (Supplementary Figure S1) and on the distribution of values in the resultant 

DFC matrices (Supplementary Figure S2). Despite being suboptimal, results from longer 

windows (or at least 30TR windows) were comparable to those from 20TR windows.

In previous DFC work, 30–60s windows were reported to capture transient FC not found in 

larger window sizes (Hutchison et al., 2013). It should thus be emphasized that 20TR 

windows may fall into potentially spurious dynamics. Our study motivates future DFC work 

to assess the statistical rigor of 20TR windows in capturing transient neuronal, non-spurious 

dynamics, since they exhibit maximal utility in predicting behavior here.

The optimal number of PLSR components ranged from 1 to 6 across iterations 

(Supplementary Table S4). Generally, PLSR models trained on rest data were optimally 

represented in a lower number of components than those trained on task data.

3.4. Similarity between FC measures within individuals

To characterize the intra-subject reliability of static and dynamic measures, we quantified the 

similarity 1) between each individual’s static/dynamic task-based/resting-state matrices 

across scan runs, 2) between each individual’s static matrix and dynamic matrix under task-

based and resting-state scans, and 3) between each individual’s task-based matrix and 

resting-state matrix for both static and dynamic functional connectivity, with Pearson’s r 
(Figure 3). For this analysis, we used DFC matrices from 20TR windows, the optimal 

window length for prediction (Supplementary Figure S1). As previously found with static 

matrices (task SFC across runs: mean=0.751, range={0.546,0.839}, sd=0.0719; rest SFC 

across runs: mean=0.569, range={0.438,0.716}, sd=0.092), dynamic matrices were 

positively correlated across task-based (mean=0.459, range={0.255,0.599}, sd=0.089) and 

across resting-state (mean=0.309, range={0.190,0.439}, sd=0.059) fMRI runs, suggesting 

that edge variability is consistent within individuals across scans. Moreover, robust 

similarity across task performance and resting state is observed in both static (mean=0.708, 

range={0.489, 0.811}, sd=0.075) and dynamic (mean=0.555, range={0.377, 0.663}, 

sd=0.077) matrices, suggesting that individual functional connectivity dynamics are 

common to resting-state and task performance, and could constitute functional connectivity 

profiles inherent to individuals. However, it is possible that this similarity in part reflects 

non-stationary noise common across rest and task. Conversely, static and dynamic matrices 

were highly dissimilar under both rest (mean=−0.010, range={−0.064,0.023}, sd=0.018) and 

task (mean=−0.020, range={−0.046,0.005}, sd=0.012), suggesting minimal information 

overlap between the two measures (Figure 3).
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3.5. Statistical correction for head motion

As described in the methods section, we conducted a highly stringent feature-level statistical 

head motion correction, in addition to the preprocessing steps employed, by regressing SFC 

and DFC matrices on three head motion parameters: maximum displacement, mean frame-

to-frame displacement, and maximum rotation, and re-running CPM with the residuals. 

Figure 4 compares model performance before and after the addition of this conservative 

feature-level correction step. Among all models tested on rest data, only the combined 

model trained on task data retained significant predictive power. Since the reduction in 

performance was common to static and dynamic models, it is more likely a statistical 

outcome of feature exclusion than a unique effect of head motion nonstationarity. On the 

other hand, models tested on task data retained statistical significance despite a reduction in 

numerical performance.

3.6. Functional anatomy of predictive networks in the DFC attention model

Connections whose temporal variability significantly contributed to the dynamic model were 

identified with a 1000-iteration permutation test as detailed in the Methods section (Figure 

5). Out of a total of 35,778 edges, temporal variability in strength of 80 edges had significant 

positive coefficients (“positive variability network”), whereas that of 619 edges had 

significant negative coefficients (“negative variability network”) in the task-based PLSR 

model predicting d’ scores, suggesting that sustained attention is generally afforded by more 

stable connections across brain regions. To summarize the anatomical properties of these 

predictive edges, we grouped them into pairs of intrinsic connectivity networks defined 

previously using the 268-node Shen atlas (Shen et al., 2013) (Figure 5b).

The positive network was mostly dominated by connections within the subcortical network, 

within the frontoparietal network, and between frontoparietal and other networks, but was 

otherwise relatively sparse. This finding supplements previous DFC work by Douw and 

colleagues, which found that higher across-window variability of frontoparietal and default 

mode networks was associated with greater out-of-scanner cognitive flexibility (Douw et al., 

2016), which has been shown to predict inter-individual sustained attention (Figueroa et al., 

2014). The negative network was more evenly distributed across brain networks but 

connections within and between visual, motor, and subcortical networks were the most 

prominent constituents. These networks are likely heavily engaged in information processing 

during the demanding gradCPT attention task, mediating visual processing, executive 

control, attentional resource allocation, and motor response.

Furthermore, to account for the raw magnitude of each edge’s coefficient in the PLSR 

models, including that of edges that were not individually significantly predictive, we 

summed the positive or negative coefficients across the edges constituting each network 

intersection (Figure 5c). We observed remarkably similar patterns to those observed in the 

original network distribution of significant edges: the sum of positive edge weights was high 

across frontoparietal and subcortical networks, and the sum of negative edge weights was 

high across visual, motor and subcortical networks in the negative network; moreover, the 

total sum of negative coefficients significantly exceeds that of the positive coefficients. 

Spearman’s rank correlation between number of significant edges and sum of edge 
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coefficient magnitudes across network pairs was 0.81 for the positive and −0.89 for the 

negative networks respectively.

In previous work (Rosenberg et al., 2016), we isolated a network of edges whose overall 

strength predicted sustained attention (“strength network”); in this work, we examine a 

network in which temporal variability of edge strength predicted attention (“variability 

network”). To probe possible interactions between the networks, we looked for their 

intersections. Only 26 edges had strength and variability values that both predicted attention 

(all 26 were in the negative variability network; 20 were in the positive and 6 in the negative 

strength network), suggesting minimal overlap between the two networks, and likely 

diverging mechanisms underlying the effects of edge strength and variability on attention.

4. Discussion

DFC significantly predicts individual attention

The study of functional connectivity using fMRI recently harbored two novel developments: 

1) an extension from group-level comparison studies to individual predictive modeling of 

behavior, and 2) the emergence of a subfield concerning the dynamic, time-varying 

properties of FC. While several studies have already trodden the intersection of the two to 

relate DFC to individual differences in clinical symptoms and behavior (Qin et al., 2015; Jin 

et al. 2017; Rashid et al. 2016; Falahpour et al., 2016; Laufs et al., 2014; see Preti et al., 

2016 for a review of DFC applications), this study is the first to date to build a fully cross-

validated DFC-based model predicting behavior in novel subjects and independently 

acquired datasets completely, across resting-state and task-based data. Here, individual 

whole-brain DFC significantly predicted attention task performance, with task-based and 

resting-state models each generalizing to at least one unseen task-based and resting-state 

dataset, demonstrating external validity. We furthermore demonstrated that as with SFC, 

DFC connectomes are reliable within individuals, showing replicability across scan sessions 

and cognitive states. This complements work by Liu and colleagues (2018), who used DFC 

“chronnectomes” to reliably identify individuals. Thus, future “fingerprinting” studies can 

investigate whether incorporating the dynamics of FC markers confers statistically 

significant utility in predictive modeling of behavior.

Combining static and dynamic features numerically, but not significantly, improves 
prediction performance

Including multiple feature classes in predictive models may help maximize predictive power 

and holistically uncover different neural mechanisms underlying behavior (Rosenberg et al., 

2018). This study provides an instance of integrating feature subtypes, showing that 

combining static and dynamic FC models leads to numerically improved prediction 

performance over either model alone. Suggesting that DFC offers additional predictive value 

for attention, SFC and DFC matrices are highly dissimilar within each subject, and, there is 

negligible overlap between the significantly predictive features (edges) in static and in 

dynamic models. Further statistical testing to delineate the unique contributions of static and 

dynamic networks to predictive models poses an interesting avenue for future work.
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Lower whole-brain FC temporal variability predicts better sustained attention across 
individuals

In addition to improving the predictive power of connectome-based models of behavior, the 

incorporation of novel fMRI features can help better characterize the functional architecture 

of attention and cognition. Previously, we found that mean strength in specific sets of 

functional brain connections predicts individual attention ability across datasets (Rosenberg 

et al., 2016). Here, we discover a separate “variability network” of brain connections whose 

temporal variability in strength, captured across sliding windows, predicts individual 

differences in attention. In the vast majority of edges, higher variability predicts worse 

attention. This suggests that sustained attention is generally afforded by increased stability 

of functional connections, regardless of the role of their overall strengths. As evidenced by 

the high dissimilarity between SFC and DFC connectomes, the mean and temporal 

variability of connection strength are minimally related features. Considering that 

fluctuations in FC networks on the order of 0.3 ~ 90 Hz index visual attention, working 

memory, and sensorimotor integration (Hutchison et al., 2013b), as well as transitions 

between on-task and off-task attention (Mittner et al., 2014), one would expect stable FC 

patterns to accompany more consistent attention allocation. The frontoparietal network 

emerged as a significant exception to this pattern of results: Predictive models included more 

intra- and inter-frontoparietal edges whose variability predicted better attention than edges 

whose variability predicted worse attention. In light of previous findings that higher 

temporal variability of frontoparietal and default mode network connections was associated 

with greater out-of-scanner cognitive flexibility (Douw et al., 2016), which has been shown 

to predict sustained attention (Figuero et al., 2014), the frontoparietal edges may play a role 

in an executive control system whose connectivity is continuously optimized to process 

ongoing tasks.

We previously found that the same SFC “strength networks” predicting individual 

differences in attention also differentiated healthy adults given methylphenidate (Ritalin) and 

unmediated controls (Rosenberg et al., 2016b), suggesting that these networks are malleable 

and potentially modulate attentional ability within individuals. Similarly, future work can 

extend DFC-based biomarkers, including FC temporal variability, to predict within-subject 

attentional variation. This would allow us to investigate whether FC variability in the 

identified networks relate to behavior at both across-subject and within-subject levels.

Methodological implications of an edge-based approach to sliding windows correlations

As one of the first to construct DFC-based predictive models of individual behaviour, this 

study highlights several methodological choices that bear implications for future DFC work. 

The sliding-window correlations method usually outputs a stack of windowed correlation 

matrices, which can be processed in either a state-based or an edge-based approach (See 

Introduction). Briefly, while the former considers recurring spatial functional connectivity 

configurations over time, the latter considers temporal properties of spatially localized 

edges. Here, we took the edge-based approach, summarizing DFC properties with edge 

strength variability across windows. We observed several advantages with this approach. 

First, the summary statistics take the same dimensionality as static FC connectomes, 

facilitating comparison between static and dynamic brain features. Second, taking the 
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variance of windowed FC matrices is a computationally straightforward operation, allowing 

efficient construction of DFC connectomes. Third, the specific effects of edge-wise DFC on 

attention are easily interpreted, yielding novel insights about its cognitive architecture. 

Nevertheless, future DFC work can provide complementary insights by leveraging the state-

based approach, which is in a sense more “dynamic” in that the summary statistics 

themselves may vary over time. The state-based approach also retains the same order of 

information as SFC: although allowed to change over time, the brain feature being tracked 

remains FC strength, a more traditional measure. Thus, in studies predicting a time-varying 

behaviour construct or cognitive state shifts within an individual, rather than a static score 

between individuals, the state-based approach confers unique advantages. This work 

motivates integrating these two approaches, and investigating how changes in attentional 

performance over time relate to transient FC configurations.

Head motion corrections

We imposed highly stringent statistical corrections for head motion. Our former approach 

was to exclude any edges that significantly correlated with head motion parameters across 

individuals (e.g., Hsu et al., 2017). This study explored an even more stringent method of 

regressing out head motion variance across individuals and used the residuals to perform 

CPM analyses. Expectedly, predictions were less effective, especially when applied to rest 

data, while predictions applied to task data remained highly significant. This provides a 

promising basis on which to corroborate resting-state DFC findings with task-based fMRI, 

since resting-state DFC studies have been the primary recipient of criticism for head motion 

confounds. However, although regression-based corrections are useful to demonstrate 

significant predictions, we believe that they are overly conservative. Because the goal of 

CPM is to predict individual differences in behavior, which cannot be explained by head 

motion in the current samples, excessively stringent corrections reduce meaningful signal 

and underestimate predictive performance.

Future directions

In almost all internal and external validations, DFC models alone numerically 

underperformed SFC models. While SFC measured with Pearson’s correlations is a well-

established predictor of individual behavior, DFC represented as temporal variability is a 

relatively recent concept. By introducing a neuromarker that successfully predicts behavior, 

this study motivates the discovery of potentially more complicated DFC measures that have 

higher prediction utility. Moreover, this study frames DFC as a higher-order statistic derived 

upon SFC, in that we are still building upon the same measure of FC strength despite 

applying it to shortened time segments. As a result, it is difficult to expect it to outperform 

the original, lower-order feature. Nevertheless, it is possible that mean FC strength simply 

bears stronger predictive utility than FC strength variability in predicting attention, which 

also motivates the search for other DFC markers.

As with other CPM studies, the present study follows a data-driven approach to predictive 

modeling. Rather than postulating specifically localized biomarkers for individual 

differences a priori, we use machine learning to assess the data and search for predictive 

features, in doing so reducing experimental bias while escaping the limitations of inherent 
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knowledge in generating hypotheses (van Helden, 2013). A downside of the data-driven 

framework is that it precludes a thorough study into the dynamical phenomena underlying 

the success of models: without introducing hypothesis-driven priors, we could not go much 

beyond isolating the networks whose strength variability predicted attention. Beyond 

predicting individual attention scores, follow-up DFC work could aim to explain the neural 

correlates of attentional experience, including shifts in attention or changes in performance, 

across individuals.

This study offers a proof of concept in using multiple feature classes to improve predictions. 

This is especially pertinent to connectome-based predictive modeling studies, where the 

value of abundant functional and structural brain data is mainly limited by the complexity of 

modeling algorithms. In this case, we elected to re-run the PLSR algorithm on individual 

concatenated static and dynamic FC matrices, allowing the contributions of significant 

predictors to be straightforwardly analyzed. However, penalized regression and 

dimensionality reduction strategies offer viable alternatives to assign feature weights and 

eliminate redundant predictors (Rosenberg et al., 2018). Since feature engineering is a field 

in its own right in machine learning, future work in connectome-based predictive modeling 

may benefit from emerging algorithms that integrate multiple brain features without losing 

biological interpretability. At the same time, this study demonstrated that combined models 

numerically outperformed models with a single feature class. Further testing is required to 

evaluate whether dynamic functional connectivity features measured during rest, task 

performance, or other conditions such as naturalistic viewing confer statistically significant 

improvements in behavioral prediction across a range of cognitive domains.

Supplementary Material
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Figure 1: Method for predicting individual behavior using dynamic functional connectivity.
Step 1: Take the variance of sliding-window FC matrices to build individual DFC (and SFC) 

matrices. Step 2: Using static/dynamic/combined FC matrices as input, train PLSR model 

and test on novel samples. Internal validation: Train on n-1 gradCPT subjects, test on left-

out gradCPT subject. External validation: Train on all gradCPT subjects, test on SST and 

ANT subjects.
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Figure 2: Prediction performance of static, dynamic and combined FC models across task across 
datasets.
Bar levels and values indicate Spearman’s ρ between predicted d’ and observed behavior 

score (d’ in gradCPT, response time variability in ANT, and go-rate in SST). Statistical 

significance is assessed with a 1000-iteration permutation test detailed in the Methods 
section. See Table 1 for more detailed performance and significance metrics.
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Figure 3: a. Mean static and dynamic functional connectivity matrices across subjects.
In both figures, the upper triangle contains entries from the mean SFC matrix across 

subjects, which are Fisher-z transformed Pearson’s r values; the lower triangle contains 

entries from the mean DFC matrix, which are variability (σ2) values of Fisher-z transformed 

Pearson’s r values across sliding windows, upscaled by 3× for better visual display. Left: 

resting-state matrix; right: task-based matrix. The diagonal is excluded as it spans the 

connections of nodes to themselves. By definition, static matrices include both positive and 

negative values, while dynamic matrices include only positive values. b. Mean similarity 

Fong et al. Page 24

Neuroimage. Author manuscript; available in PMC 2020 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



between FC measures within subjects. Similarity is quantified by Pearson’s r, and boxplot 

shows distribution of similarity across individuals. From left to right – 1. between task-based 

SFC matrices across scan runs, 2. between resting-state SFC matrices across runs, 3. 

between task-based DFC matrices across runs, 4. between resting-state DFC matrices across 

runs, 5. between task-based and resting-state SFC matrices, 6. between task-based and 

resting-state DFC matrices, 7. between resting-state SFC and DFC matrices, 8. between 

task-based SFC and DFC matrices.
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Figure 4: The effect of statistical head-motion correction on prediction performance.
Correction is conducted on gradCPT dataset, across task and rest conditions. The gridplot 

compares prediction performance before and after additional feature-level head motion 

correction (based on data corrected for motion during preprocessing) for all internal 

validations: static, dynamic, and combined, trained and tested on task or on rest. Bar levels 

and values indicate Spearman’s ρ between predicted d’ and observed behavior score.
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Figure 5: Functional anatomy of predictive networks in the DFC attention model.
Positive variability (blue) and negative variability (red) networks span the edges whose 

temporal variability had respectively significant positive and significant negative PLSR 

coefficients in the DFC model predicting d’ from gradCPT task-based data. a. Distribution 
across macroscale brain regions. Macroscale regions include prefrontal cortex, motor cortex, 

insula, parietal, temporal, occipital, limbic (including the cingulate cortex, amygdala and 

hippocampus), cerebellum, subcortical (thalamus and striatum) and brainstem. Online 

visualization tool for making circle brain plots accessible via https://

bioimagesuiteweb.github.io/webapp/connviewer.html. b. Distribution within and across 
canonical networks. Canonical networks include subcortical-cerebellum (SubC), motor 

(MT), medial frontal (MF), visual I (VI), visual II (VII), visual association (VA), default 

mode (DM), frontoparietal (FP) (Finn et al., 2015). c. Sum of all positive and negative edge 
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coefficients in PLSR dynamic model, regardless of significance, grouped into canonical 
networks.
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Table 1:
Amount of test-set variance (R2) explained by static, dynamic and combined FC PLSR 
models across datasets.

For internal validation, we took R2 = 1 − ∑ y − y 2

∑ y − y 2 , where y represents observed d’, y predicted d’, and y the 

mean of observed d’ across subjects. For external validation, R2 was quantified as the square of the Pearson 

correlation between predicted d’ and observed attention scores (inverted for ANT).

 Internal Validation: Gradual-onset Continuous Performance Task (gradCPT)

 Training data  Rest  Task

 Testing data  Rest  Task  Rest  Task

 Static model  0.14  0.33  0.12  0.68

 Dynamic model  0.20  0.29  0.19  0.57

 Combined model  0.11  0.38  0.13  0.69

External Validation 1: Attention Network Task (ANT)

 Training data  Rest  Task

 Testing data  Rest  Task  Rest  Task

 Static model  0.11  0.35  0.12  0.41

 Dynamic model  0.07  0.07  0.09  0.12

 Combined model  0.12  0.37  0.13  0.39

External Validation 2: Stop-signal Task (SST)

 Training data  Rest  Task

 Testing data  Rest  Task  Rest  Task

 Static model  0.16  0.25  0.09  0.31

 Dynamic model  0.12  0.00  0.17  0.00

 Combined model  0.19  0.14  0.13  0.14
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