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Abstract

Inferior temporal cortex (IT) is a key part of the ventral visual pathway implicated in object, face, 

and scene perception. But how does IT work? Here, I describe an organizational scheme that 

marries form and function and provides a framework for future research. The scheme consists of a 

series of stages arranged along the posterior-anterior axis of IT, defined by anatomical connections 

and functional responses. Each stage comprises a complement of subregions that have a systematic 

spatial relationship. The organization of each stage is governed by an eccentricity template, and 

corresponding eccentricity representations across stages are interconnected. Foveal representations 

take on a role in high-acuity object vision (including face recognition); intermediate 

representations compute other aspects of object vision such as behavioral valence (using color and 

surface cues); and peripheral representations encode information about scenes. This multistage, 

parallel-processing model invokes an innately determined organization refined by visual 

experience that is consistent with principles of cortical development. The model is also consistent 

with principles of evolution, which suggest that visual cortex expanded through replication of 

retinotopic areas. Finally, the model predicts that the most extensively studied network within IT

—the face patches—is not unique but rather one manifestation of a canonical set of operations that 

reveal general principles of how IT works.
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1. INTRODUCTION

[A] common mechanism of evolution is the replication of body parts due to genetic 

mutation in a single generation which is then followed in subsequent generations by 

the gradual divergence of structure and functions of the duplicated parts (Gregory 
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1935). The replication of sensory representations in the central nervous system may 

have followed a similar course. This possibility is an alternative to the view that 

topographically organized sensory representations gradually differentiated from 

‘unorganized’ cortex or that individual topographically organized areas gradually 

differentiated into additional topographical representations.

(Allman & Kaas 1971, p. 100)

The part of the brain implicated in determining the content of vision, such as the objects in a 

scene, is called the ventral visual pathway (VVP). A key component of the VVP is inferior 

temporal cortex (IT). In macaque monkeys, IT is on the lateral and ventral surface of the 

occipital and temporal cortex, tucked behind the ears (Figure 1). In humans, IT is pushed 

around the lateral margin of the temporal lobe onto the ventral and medial surface [see figure 

9 of (Lafer-Sousa et al. 2016)]. There are many differences between human and monkey 

brains (Van Essen et al. 2016). But the visual systems of the two species are similar in terms 

of psychophysical performance (Gagin et al. 2014, Rajalingham et al. 2015, Stoughton et al. 

2012) and anatomy (Passingham 2009). Moreover, the organization of areas early in the 

cortical visual-processing hierarchy [primary visual cortex (V1), visual area 2 (V2), visual 

area 3 (V3)] are almost identical in monkeys and humans (Brewer et al. 2002), and the 

organization of IT across the two species is comparable (Lafer-Sousa et al. 2016, Tsao et al. 

2008, Vanduffel et al. 2014). In both humans and monkeys, there exists a distinct transition 

from regions early in the putative visual-processing hierarchy, which have clear retinotopic 

organization, and IT, which does not (Figure 1).

Like the VVP in humans, IT in macaque monkeys is a large region, encompassing about as 

much tissue as areas V1, V2, V3, and V4 combined. There is broad consensus that IT is 

involved in object vision, face recognition, and scene perception. The region shows strong 

blood-oxygen-level-dependent signals [measured with functional magnetic resonance 

imaging (fMRI)] when subjects are shown pictures of objects, faces, and scenes (Grill-

Spector & Weiner 2014, Kanwisher 2010). Neurons within IT show stimulus selectivity for 

images, with some neurons showing striking selectivity for all exemplars of a given category 

(Freiwald & Tsao 2010, Gross 2008, Lehky & Tanaka 2016). And patients with brain 

damage to the region often show deficits in object, face, color, or scene vision (Farah 2004, 

Martinaud 2017). But it has not been clear whether IT comprises one area or many areas or 

even if the term “area” applies (DiCarlo et al. 2012, Yamins & DiCarlo 2016a). In this 

review, I develop the idea that IT comprises parallel multistage processing networks 

governed by a repeated eccentricity template inherited from V1. This idea was first 

suggested by fMRI experiments that exploited faces and color as tools for assessing brain 

organization, combined with eccentricity mapping (Lafer-Sousa & Conway 2013). The 

organizational scheme builds on the importance of eccentricity representations in 

determining how extrastriate cortex works (Levy et al. 2001) and has accumulated support 

from several labs, which I describe. The scheme is not mathematical. But insofar as the 

scheme provides a plan for how IT is organized that gives rise to testable predictions, one 

might refer to it as a model.

A successful model of IT should show how IT accomplishes its computational objectives, 

rather than provide just a descriptive account of functional patterns of activation. In Section 
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2, I discuss the computational objective of IT (what IT is for), so that we can evaluate the 

explanatory power of various IT models. In Section 3, I describe the history of retinotopy as 

a fundamental organizing principle of V1—this history gave birth to the idea of visual areas, 

and it inspired the concept of eccentricity templates as a governing principle. In Section 4, I 

provide a survey of current alternative cartoons of the organization of IT, which sets the 

stage for the description in Section 5 of the new scheme. In Section 6, I outline three 

implications of the new organizational scheme regarding the search for canonical operations 

in IT, how IT computes semantic categories from visual-shape features, and what determines 

which complex features are represented in IT. And finally, in Section 6, I touch upon brain 

mechanisms that decode activity of IT.

2. WHAT IS INFERIOR TEMPORAL CORTEX FOR?

To understand how IT works, it is useful to remind ourselves what IT cortex is probably for, 

because the brain is likely adapted not only to the statistics of the world (Geisler 2008) but 

also to the tasks required of it. IT is often said to be important for object vision, although its 

role is broader than this statement implies. Besides enabling object recognition, IT is likely 

involved in determining the relevance of objects to behavior in nonverbal (social) 

communication (face recognition) and in navigating the environment.

What is an object? The term captures both scale—a banana is an object; the sky is not—and 

active engagement. Essential to the concept of an object and its scale dependence is an 

interaction between the agent and the visual world (Weisberg et al. 2007). Objects can be 

grasped. They are things we want, or want to avoid. Visual signals associated with objects 

tell us about both identity and value, information that is often separable. Consider a banana: 

As it ripens, its shape (identity) changes little, but its color (behavioral relevance) changes 

substantially (Figure 2a) (Conway 2016). Faces are a kind of object that are obviously 

important for social species such as primates. As with other objects, information about 

identity is separable from information about value: Identity remains relatively fixed over 

time, while emotion, health status, and desirability can change (Figure 2b). Scenes are 

collections of objects defined by their spatial relationships. An understanding of scenes is 

essential for us to obtain our goals and respond in appropriate ways to the environment 

(Malcolm et al. 2016).

One of the biggest challenges in understanding how IT works has been to develop a theory 

for how the visual system transforms retinal images into seemingly abstract representations 

(semantic ideas) such as object categories like cat, vehicle, animal, and tool (Huth et al. 

2016). The paradox is that vision depends on retinal signals, yet object knowledge appears to 

be divorced from these signals. For example, we can recognize an object from many vantage 

points, an ability called view-invariant recognition. Object vision is even more remarkable 

because we can group together many different exemplars into a common category even 

though each exemplar causes an obviously different pattern of retinal activity (hammer, saw, 

and pliers are all tools, but the retinal image caused by each is unique). How does the visual 

system use retinal images to create representations that are not reflexively yoked to retinal 

images? Do categorizations have a fundamental perceptual basis that reflects the structure of 
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the world? Or do categorizations reflect a cognitive (semantic) operation that is independent 

from visual shape parameters?

My goal here is to develop a heuristic for the organization and operation of IT to address 

these questions, incorporating principles of neural circuit function, development, evolution, 

and behavior. Brain regions that enable behavior must, presumably, reflect not simply visual 

image statistics but what we want to do with visual information—our behavioral goals. One 

hope is that an understanding of the neural mechanisms and organization of IT, including the 

inputs and outputs, will help us better understand what objects are, what object vision is for, 

and how the brain systems that support object vision evolved (Mahon & Caramazza 2011, 

Malcolm et al. 2016). For example, the rich connectivity between IT and the basal ganglia 

provides clues for how objects acquire value (Griggs et al. 2017).

3. PRINCIPLES OF VISUAL-INFORMATION PROCESSING: VISUAL AREAS 

AND RETINOTOPY

The classical, simplified idea of information processing by the ventral visual pathway 

depends on a feedforward hierarchical network that connects a set of visual areas, 

culminating in high-level visual representations in IT (DiCarlo et al. 2012, Serre 2016). The 

original notion of a visual area arose following the observation that the cerebral cortex 

contains multiple, spatially distinct retinotopic representations of the visual field. The use of 

a new kind of gun during the Russo-Japanese War in the early 1900s led to many soldiers 

who suffered gunshot wounds but did not die. The powerful bullets damaged the brain with 

piercing lesions that caused scotomas in the visual field whose locations were correlated 

with the bullet’s trajectory through the cortex (Inouye 1909). By correlating the location of 

brain damage with the location within the visual field of vision loss, Inouye uncovered the 

systematic spatial arrangement of V1 neurons within the cortical sheet, in which the fovea is 

represented on the posterior pole of the occipital lobes and the visual-field periphery is 

represented by cortex radiating medially. Our understanding of the retinotopic map of V1 

was refined with microelectrode recordings and anatomical studies in monkeys in the 1960s 

and 1970s (Hubel & Wiesel 1977, Van Essen & Zeki 1978) and fMRI in the 1990s (Wandell 

& Winawer 2011). With this refinement came the discovery of additional retinotopically 

organized regions—the idea of a second and third visual area (V2, V3) was born. The 

importance of retinotopy in determining cortical organization is reflected in how the cortex 

folds itself (Rajimehr & Tootell 2009). Folding patterns correlate with retinotopic maps, 

apparently to minimize the tension on the cortical sheet connecting corresponding portions 

of the retinotopic map across areas (Parker 1896, Van Essen 1997).

Why would we need multiple, separate cortical representations of the visual field? 

Consideration of this question spawned the idea of a visual area: a region of cortex 

containing a single, more-or-less complete representation of the visual field devoted to 

performing some fundamental computation. The multiple visual areas came to be 

understood as connected in series, although the actual connectivity of the neurons between 

the areas is much more complicated, involving reciprocal feedback connections and 

feedforward pathways that skip areas: Major pathways include V1–V3-MT (skipping V2); 
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V1–V2–V4 (skipping V3); and V1–V4 (skipping V2 and V3) (see Figure 3). Direct 

connections between V1 and areas beyond V2 undermine the idea that the visual pathway is 

strictly hierarchical. The notion that each visual area has a single unified function has also 

been undermined by observations of subcompartments within areas associated with distinct 

functions from the rest of the area, such as the blobs in V1 (Horton & Hubel 1981), the 

stripes in V2 (Hubel & Livingstone 1985), disparity columns in V3/V3A (Hubel et al. 2013), 

and globs in V4 (Conway et al. 2007).

How many retinotopic visual areas are there? The question was first addressed by mapping 

out the pattern of degenerating axons following resection of the corpus callosum (Van Essen 

& Zeki 1978). A band of degenerated tissue demarcated the vertical meridian representation 

that separates V1 from V2. Another band of degenerating tissue provided evidence for two 

more visual areas, V3 and V4 (the boundary between V2 and V3 is a horizontal meridian). 

Anterior to V4, degenerating tissue was found as islands that did not form a clear band but 

were nonetheless unmistakable evidence of a connection between the hemispheres, 

demarcating a fragmented representation between V4 and IT. These results are confirmed by 

fMRI in alert monkeys, which reveal a clear anterior V4 boundary (Lafer-Sousa et al. 2012, 

Vanduffel et al. 2014). There is also a weak meridian representation within posterior IT 

(Lafer-Sousa & Conway 2013). But disagreements persist about the retinotopy of V4 and the 

extent to which comparable regions can be found in humans and monkeys (Winawer et al. 

2010). Regardless, there is consensus that in both monkeys and humans, the organizational 

rules of IT do not depend on strict retinotopic maps like those found in V1, V2, and V3, at 

least not at a spatial scale that can be recovered with current imaging techniques (Nishimoto 

et al. 2017, Vernon et al. 2016).

Is IT one area or many? Does the concept of area even make sense when considering IT? It 

would seem unlikely that IT is one area, simply because the scale of the region is so much 

larger than any other visual area. Some schematics of IT carve the region into two chunks 

(Boussaoud et al. 1991, Tanaka 1996), while others divide it into three (DiCarlo et al. 2012) 

or more components (Rolls 2000). The basis for the number of partitions and their 

boundaries is not entirely objective but depends on subjective assessments of the variation in 

cytoarchitecture, together with the patterns recovered in tract-tracing experiments. In the 

two-chunk scheme, IT comprises a posterior region [sometimes called TEO (temporal 

occipital cortex)] and an anterior region [TE (temporal cortex)]; in the three-chunk scheme, 

IT comprises a posterior region (PIT), a central region (CIT), and an anterior region (AIT). 

A recent synthesis of anatomical data advances the idea that IT comprises not two or three 

regions but four main nodes (Kravitz et al. 2013); to anticipate the discussion below, this 

anatomical framework is most consistent with the functional organization discovered using 

fMRI. But in any of these schemes, how does the anatomy relate to functional organization? 

A comprehensive theory of the organization of IT needs to be mechanistic, not just 

descriptive. We seek to know the rules that determine the organizational structure of IT and 

how these rules relate to principles of neural systems found elsewhere. The theory must be 

consistent with developmental mechanisms, as well as evolutionary processes that brought 

about the expansion of the cerebral cortex (Allman 1999, Krubitzer 2009). Importantly, the 

organizational structure of IT needs to reflect what IT is for.
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4. CURRENT MODELS OF INFERIOR TEMPORAL CORTEX 

ORGANIZATION

The abrupt loss of clear retinotopic maps from V4 to PIT reflects a computational operation: 

the transformation of retinal representations into object representations that are not yoked to 

retinal projections. The location of the transition implicates V4/PIT as a key player in the 

transformation and may explain the involvement of these regions in visual attention: they are 

the gateway that regulates how retinal information guides behavior.

Two competing ideas for how IT is organized have emerged that draw upon an extensive 

fMRI literature documenting the pattern of responses to faces, visual words, places, bodies, 

shapes, motion, color, movies, and disparity (Bartels & Zeki 2000, Grill-Spector & Weiner 

2014, Huth et al. 2012, Kanwisher 2010). Advances in recording technology promise an 

even clearer description of the different scales of IT organization (Sato et al. 2013).

The first idea is that IT comprises specialized modules for certain highly relevant categories 

such as faces and bodies (Kanwisher 2010, Pitcher et al. 2009). According to this idea, 

specialized islands of tissue are distributed within general-purpose tissue. This idea has been 

called the Swiss Army knife model because it considers the brain a collection of 

instruments, some of which are designed to tackle a very specific task (face perception; the 

cork screw) and others of which have a more general function (object categorization; the 

knife) (Kanwisher 2010). The model has been enormously useful in guiding research. But it 

is descriptive. There is no a priori rationale for why some tasks get a special instrument; and 

it is not clear what determines where in the cortex the specialized modules are located. The 

model suggests that knowledge gleaned from studying any specialized instrument need not 

generalize to an understanding of how other aspects of IT operate. The second model 

describes the representations within IT as distributed (Haxby et al. 2011, Huth et al. 2012, 

Kriegeskorte et al. 2008). The distributed model acknowledges that the responses to different 

object categories are not uniform across the cortex and argues that the brain exploits the 

whole distributed pattern, including information from both the increase and decrease in 

activity across the cortex, to encode objects. This model is also descriptive and provides no 

mechanistic account of what governs the response patterns.

It seems likely that IT should relate to the rules of cortical organization of V1 for two 

reasons. First, evolution is a gradual process that builds upon what exists and V1 is likely 

homologous across mammals. Second, the rules of V1 shape the organization of other 

extrastriate areas, yielding an organization of V1/V2/V3 that is consistent with evolutionary 

processes [see opening quote (Allman & Kaas 1971)]. An alternative model advances the 

idea that IT consists of a single area governed by an eccentricity template, in which the 

foveal representation has taken on the role of processing faces, while the peripheral 

representation has taken on the role of processing places (Levy et al. 2001, Malach et al. 

2002). This scheme is attractive because it relates in an obvious way to the retinotopic 

organization of early visual cortex. Moreover, the association of foveal representations (the 

center of gaze) with face perception links cortical organization with behavior (we tend to 

look at faces). The idea that the functional organization of extrastriate visual cortex is 

determined by retinotopic principles of V1 as they relate to behavior has been extended to 
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consider asymmetries in upper and lower visual fields (Groen et al. 2017, Silson et al. 2015). 

Konkle & Oliva (2012) have advanced a related model, in which real-world size, rather than 

eccentricity, governs the organizational plan of IT. Others (Kriegeskorte et al. 2008, 

Naselaris et al. 2012, Sha et al. 2015) have uncovered a spatial representation of animate 

versus inanimate objects, which also maps coarsely onto the eccentricity template. All these 

models treat IT as one large area, which neglects studies of anatomical connectivity and 

neurophysiology that suggest subdivisions within IT along the posterior-anterior axis.

5. A NEW MODEL FOR THE ORGANIZATION OF INFERIOR TEMPORAL 

CORTEX

We revisited the question of the organization of IT by mapping the responses to a large 

battery of images and visual stimuli using fMRI in alert monkeys (Lafer-Sousa & Conway 

2013, Verhoef et al. 2015) and humans (Lafer-Sousa et al. 2016). There were two key 

features of the experiments. First, responses to all stimuli were obtained in the same 

individual subjects, so we could recover the location of the functional domains relative to 

each other. Thus the experiment controlled for individual differences in the absolute location 

of functional domains relative to anatomical landmarks (Glasser et al. 2016). Second, we 

determined responses to many different object cues, including classes of stimuli defined by 

independent low-level features, such as colored gratings and achromatic faces. As discussed 

above, prior work has shown that IT contains domains that are specialized for faces, bodies, 

visual words, and places. The extent to which these domains are distinct from each other has 

been hard to pin down because in all cases, the stimuli rely on the same low-level visual 

features: luminance contrast, lines, and edges. Body-responsive regions reside next to face 

patches (Grill-Spector & Weiner 2014, Lafer-Sousa & Conway 2013), but there is the 

nagging possibility that this relationship derives from similarity in the low-level features of 

the stimuli used and not the underlying functional organization. Our experiments uncovered 

a series of color-biased regions along the temporal lobe and showed that these regions avoid 

disparity-sensitive regions and are located between face patches and place-biased regions 

(Lafer-Sousa & Conway 2013, Verhoef et al. 2015). The location of the series of 

functionally biased domains is predicted by the nodes in the anatomical connectivity map 

(Figure 3). Anatomical connectivity studies have also uncovered several parallel networks 

running along the posterior-anterior axis of IT (Kravitz et al. 2013). This anatomical form 

presumably accounts for the pattern of functional responses. And the systematic 

organization suggests that all of IT is subject to one organizing principle, in which the 

processing operations within each parallel stream are similar. A radical prediction from this 

organization is that the most studied system, the face-patch system, is not unique, but rather 

one manifestation of a common set of rules that determines how all of IT operates. The 

results in Figure 3 are from macaque monkeys. If the organization is fundamental, we 

predicted the same organizational scheme in humans. Indeed, we found that the ventral 

visual pathway in humans also consists of a series of color-biased regions sandwiched 

between face and place regions (Lafer-Sousa et al. 2016), supporting the idea that this 

tripartite organization emerged at least as early as our common primate ancestor about 25 

million years ago.
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To determine the rules that govern the organizational structure, we mapped fMRI responses 

to checkerboards shown at different visual-field eccentricities (Lafer-Sousa & Conway 

2013). Even though IT does not have a clear retinotopic organization, surprisingly it does 

have a set of coarse eccentricity representations. Several separate eccentricity foci along the 

temporal lobe carve up IT into several more-or-less equal-sized chunks, each about the same 

size as a classical retinotopic visual area (Figure 4): Three of the IT regions (PIT, CIT, AIT) 

have their own clear foveal representation; the fourth region, which we refer to as 

anteromedial IT (AMIT), following the PIT/CIT/AIT naming convention, is located at the 

ventral-medial pole of the temporal lobe. Face patches align with foveal representations; 

color-biased regions are in mid-periphery representations; and place patches reside in 

peripheral representations. The systematic relationship of the functional regions to each 

other, and their relationship to the eccentricity biases, has been confirmed (Arcaro et al. 

2017, Rajimehr et al. 2014) and suggests that each chunk of IT comprises a complete set of 

functionally biased regions. The results provide the contours for a new model for the 

organization of IT: parallel, multistage processing governed by repeated eccentricity 

templates (Figure 5). The physical proximity of color-biased regions and face patches makes 

some surprising predictions, and it explains a paradox in the human-lesion literature. It has 

long been known that acquired achromatopsia is accompanied by prosopagnosia (Bouvier & 

Engel 2006). This observation has been perplexing because face perception and color 

perception are largely independent perceptual/cognitive processes. The organizational 

scheme proposed here provides a mechanism that resolves the paradox. Moreover, the 

scheme predicts that acquired prosopagnosia should be accompanied by acquired 

achromatopsia in brain-damaged patients. To my knowledge, this prediction has yet to be 

tested.

The model is attractive because it not only accounts for empirical evidence but also 

acknowledges the importance of retinotopy as a fundamental organizing property of visual 

areas. The results are consistent with the idea that IT comprises four areas arranged along 

the posterior-anterior axis and suggest that these areas evolved by the same mechanism that 

has been suggested for the evolution of V1, V2, and V3: reduplication of a proto-area that 

itself is governed by eccentricity [see the quote at the beginning of the article (Allman & 

Kaas 1971)]. The model is parsimonious not only with principles of cortical expansion 

found in other domains (such as the motor system) but also with developmental mechanisms 

known to wire up cortical areas. Waves of spontaneous activity across the retina are essential 

for establishing the organization of V1 (Firth et al. 2005, Warland et al. 2006, Wong 1999). 

It is plausible that spontaneous waves of activity propagating from V1 to V2 and V3, yoked 

by a common eccentricity template, provide the instructions to establish the series of areas in 

IT (Baldassano et al. 2012, Liu et al. 2015, Striem-Amit et al. 2015) and more broadly 

across the cortex (Griffis et al. 2017).

The idea that eccentricity serves as a template that governs the functional maps has since 

found support in work showing that retinotopic biases in IT are present very early in 

postnatal development (Arcaro & Livingstone 2017). If the structural relationship between 

cortical folding patterns and retinotopic maps described in Section 3 extends to IT, one 

might expect a relationship between anatomical landmarks and the functional domains in IT. 

Indeed, IT regions relate systematically to anatomical landmarks as well as each other (Grill-
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Spector & Weiner 2014, Osher et al. 2016). Moreover, the topography of patterns of activity 

in IT are stable across time and behavioral training (Op de Beeck et al. 2008, Srihasam et al. 

2014). The importance of eccentricity as the template of IT organization makes one other 

surprising prediction: that object coding should depend on spatial information across the 

visual scene, which appears to be true (Connor & Knierim 2017, Kim & Biederman 2011, 

Kravitz et al. 2010, Monosov et al. 2010, Sereno et al. 2014). Finally, the model predicts that 

visual behaviors depending on the upper versus lower visual field should be encoded by 

parts of IT that inherit the corresponding representation (Malcolm et al. 2016, Vaziri & 

Connor 2016).

The basic architecture of IT is comparable in monkeys and humans (Lafer-Sousa et al. 2016, 

Schalk et al. 2017), but establishing firm homologies will require further work. For example, 

humans have sets of functionally defined visual regions on the lateral cortical surface, 

including a face region on the lateral surface [posterior portion of the superior temporal 

sulcus (pSTS)]. Do macaque monkeys have corresponding regions? We cannot expect the 

functional regions to be located with the same relationship to anatomical landmarks, because 

there are substantial differences in gross cortical anatomy between primate species; 

moreover, large evolutionary changes in other parts of the cortex, such as in auditory and 

language regions, have presumably perturbed the functional layout of the cortex in humans 

compared to macaque monkeys. One possibility is that pSTS in humans corresponds to the 

middle dorsal (MD) and middle fundus (MF) face patches in monkeys, identified using 

dynamic face stimuli (Fisher & Freiwald 2015). According to this scheme, the region 

separating the ventral and dorsal sets of face regions has expanded disproportionately in 

humans. Quantitative comparisons of functional activation patterns across the species, using 

a large range of stimuli and paradigms, will be needed to further determine which 

computations in IT are conserved across species and which are species specific (Lafer-Sousa 

et al. 2016, Nasr et al. 2011, Tsao et al. 2008, Yovel & Freiwald 2013). Behavioral 

experiments comparing the perceptual and cognitive abilities of monkeys and humans will 

also be needed to test the hypothesis that functional architecture reflects adaptations of the 

cortex to species-specific behavior.

6. THREE IMPLICATIONS OF THE MODEL

6.1. Canonical Operations Along the Parallel Streams of Inferior Temporal Cortex

The systematic relationship of the functional domains, together with anatomical evidence, 

suggests that the operations of the face-patch system are not unique but rather one 

manifestation of a set of canonical operations implemented in parallel streams through IT. 

The model raises the possibility that knowledge obtained by studying operations 

implemented in one stream through IT generalize to other streams. This idea could be 

powerful as we seek to understand what computations are carried out in the various 

functional domains of IT. How many parallel networks are there through IT? The anatomy 

and functional data suggest perhaps half a dozen parallel circuits in IT (Kravitz et al. 2013, 

Verhoef et al. 2015). What are they for? And how are the canonical operations manifest in 

each of them?
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The operations within the face-patch system have received by far the most attention of any 

part of IT (Freiwald et al. 2016, Leopold et al. 2006). The work suggests that face cells are 

linked in a causal way to face perception (Afraz et al. 2006, Moeller et al. 2017, Sadagopan 

et al. 2017), and, moreover, that the face patches comprise a hierarchy in which posterior 

patches encode primitive features, such as eyes (Issa & DiCarlo 2012), central regions 

calculate context relationships that underlie the configuration of a face (Freiwald & Tsao 

2010), and anterior regions represent memory for specific individuals (Landi & Freiwald 

2017). This simple heuristic is mirrored in the body-patch network (Kumar et al. 2018) and 

in the overall increase in category selectivity and view invariance from V4 through IT (Hong 

et al. 2016, Rust & DiCarlo 2010). The heuristic represents a substantial departure from the 

conventional notion of a functional area as defined by Zeki, in which all aspects of a given 

operation are housed in one localized patch of cortex. In the same way that face processing 

depends on a network extending throughout IT, there does not appear to be a single so-called 

color area but rather a network of regions along the ventral visual pathway that together give 

rise to the various aspects of color perception. Color was the tool used to identify these 

regions, but we do not know what operations the cells in these regions perform. Hence the 

names for these regions are intentionally descriptive (color-biased regions). It seems unlikely 

that the regions are contributing simply to a representation of hue, because a complete 

representation of color is already evident within V4/PIT (Bohon et al. 2016), which is earlier 

than IT in the putative visual-processing hierarchy. Rather, the existence of color-biased 

regions in IT, and their association with the face patches, suggests that the IT color-biased 

regions are using color toward some high-level object representation.

Color is rarely mentioned in computational work on object recognition (Gauthier & Tarr 

2016, Serre 2016); stimuli in object-recognition experiments are often achromatic; and 

influential object-recognition models ignore color (Riesenhuber & Poggio 1999). The lack 

of color in the object-vision literature reflects the widespread belief that color is not 

important for most object-recognition tasks—although careful quantitative studies have 

shown that color does afford a modest benefit for object memory and recognition 

(Gegenfurtner & Rieger 2000). The discovery of an extensive network of color-biased 

regions in IT, the part of the brain implicated in high-level object vision, compels a 

reexamination of the role of color (Beauchamp et al. 1999, Lafer-Sousa & Conway 2013). 

Perhaps the main contribution of color is not to facilitate object recognition but rather to 

provide information independent of shape (or identity) about the relevance of objects to 

behavior (Figure 2). Our working hypothesis is that color is a trainable system that allows 

rapid detection of objects of likely behavioral relevance, which promotes the efficiency of 

vision by directing attention to those aspects of the visual world that are most likely to 

contain useful information (Conway 2016). In support of this hypothesis, we find that the 

color statistics of objects are not a random, uniform sampling of color space. Instead, object 

colors are systematically biased toward warm colors, which correlates with biases in neural 

color tuning found in IT (Rosenthal et al. 2018). The importance of warm coloring is 

reflected in the informativity of color-naming systems: Warm colors are communicated more 

efficiently than cool colors across all languages (Gibson et al. 2017). Thus color naming, and 

the color-vision system more generally, reflects the usefulness of objects. The idea that color 

contributes in an important way to object knowledge should have implications for artificial 
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vision systems that aim to capture how human vision works. And while color was the tool 

that enabled the discovery of this system, it is unlikely to be the sole feature exploited by the 

system. Other surface and material properties, such as texture, likely contribute to the 

operations within it (Nishio et al. 2014).

Using the face system as a guide, we can speculate on the operations within the various 

stages of the color-biased network. Object-color memories constitute high-level color 

behavior reflecting specific learned associations. These may be analogous to the 

representation of behaviorally relevant faces; such representations are found in anterior IT, 

so we might expect also to find representations for object-color memories in anterior IT. 

Consistent with this idea, anterior IT is richly connected with subcortical structures, 

including the striatum and amygdala, and with medial temporal cortex (Kravitz et al. 2013), 

including the hippocampus—brain structures that are likely called upon to mediate the 

memory and rewarding aspects of color. Meanwhile, computations such as color grouping 

share some homology with the contextual calculations performed by the middle face 

patches. Finally, a representation of specific hues is arguably comparable to a representation 

of specific face features: Both are primitive building blocks for more complex 

representations. Consistent with the multistage parallel framework, eye features and specific 

hues appear to be processed in parallel, at the same early stage along IT, in PIT (Bohon et al. 

2016, Conway & Tsao 2009, Namima et al. 2014). But a full test of these hypotheses will 

require measuring cell activity across functionally defined domains in the context of relevant 

tasks.

The model outlines a series of stages but does not call for a strict hierarchy among the 

regions. This is important because operations carried out by each of the stages along IT can 

function somewhat independently through redundant inputs from across the network of 

stages. Anatomical tracing shows that the stages are richly connected through feedback and 

feedforward connections that link nonadjacent stages (Figure 3, top) (Kravitz et al. 2013). 

Behavioral evidence from the literature on human patients provides support for this aspect of 

the model. Although color perception would seem to be a precursor for color imagery, 

patients suffering brain damage can lose color perception and color naming but retain color 

imagery (Bartolomeo et al. 1997). Other patients can retain the ability to see and name 

colors but lose the ability to associate the appropriate color with objects (Luzzatti & 

Davidoff 1994, Miceli et al. 2001), and other patients can retain color perception and object-

shape perception but lose the ability to link the color with the name of a common object of 

that color (Tanaka et al. 2001). Measuring activity across multiple domains simultaneously 

will be necessary to determine how the whole network of regions operates in concert to carry 

out behavior. Knowledge acquired through this approach will likely trigger a revision of the 

model, in much the same way as simultaneous single-cell recordings with arrays have 

revolutionized our understanding of neural-circuit function and population coding.

6.2. How Shape Features Become Semantic Categories

IT responses are often interpreted through a feedforward hierarchical model, an extension of 

the Hubel-Wiesel approach. An alternative is that IT responses represent semantic concepts 

decoupled from visual shape signals (Henriksson et al. 2015, Huth et al. 2012). The thrust of 
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this idea is that object categories are bound by behavioral relevance (semantic meaning), not 

by common visual features (Carlson et al. 2014, Mahon & Caramazza 2011). The 

presumption is that top-down signals reflecting accumulated experience (abstract knowledge 

about the world) are instrumental in organizing IT. The idea has been probed by analyzing 

responses to stimuli categorized as animate versus inanimate (Liu et al. 2013, Naselaris et al. 

2012). The importance of the animate/inanimate distinction finds support in studies of brain-

damaged patients (Caramazza & Shelton 1998). Representational similarity analyses 

comparing human fMRI results and macaque neurophysiology data (Kriegeskorte et al. 

2008) suggest that representing animacy is a main organizing principle of IT. The work 

suggests not only that monkeys and humans share the same functional operations within IT 

but also that these operations cannot easily be explained by object features.

But the extent to which IT is organized by top-down (semantic categories) or bottom-up 

(hierarchical feedforward) rules is not settled. Other neurophysiological data argue that 

apparent semantic categorical responses in IT, including animacy, can be explained by 

similarity among category members in terms of visual features such as object area, 

luminance, curvature, aspect ratio, and the extent to which the object has a star shape 

(elements radiating from a common point) (Baldassi et al. 2013, DiCarlo et al. 2012, Op de 

Beeck et al. 2001). Consistent with these results, color features not only distinguish objects 

from backgrounds (Gibson et al. 2017) but also provide information that separates animate 

and inanimate objects (Rosenthal et al. 2018). The notion that shape or color features, which 

are encoded by stages in visual processing prior to IT, can explain categorical responses 

supports the feedforward hierarchical model.

Deep convolutional neural networks (CNNs) have attracted attention as another way to 

address the extent to which neural representations encode visual features or semantic 

(categorical) meaning (Cadieu et al. 2014, Khaligh-Razavi & Kriegeskorte 2014, Yamins & 

DiCarlo 2016b). These networks are trained on massive numbers of images and can perform 

categorization tasks very well (He et al. 2015). Models trained using only visual features 

perform less well in categorizing stimuli, as compared with the CNNs; models trained using 

categorical labels perform comparably to the CNNs (Jozwik et al. 2017). These results 

support the idea that at some stage in the nervous system, representations of object 

categories are invoked to guide object-similarity judgments. The results have been taken to 

support a model in which IT organization is determined by semantic (top-down) signals. But 

I think the results support the alternative hypothesis: The performance of the CNNs is 

determined only by the images fed to the network and image labels made by humans. If the 

CNN recovers category (or semantic or any other kind of) information, it must be because 

that information is embedded somehow in the image statistics. The visual features or 

similarity judgments used in the models must not be an accurate reflection of the visual 

features available to the CNN (or IT). Figuring out how the brain turns visual data into 

semantic concepts remains a hard problem.

Taken together, the results across a diverse range of studies suggest that semantic categories 

cannot be entirely decoupled from the visual features that make up objects. Semantic 

categories appear to be bound up with visual shape features (Gaffan & Heywood 1993, 

Lescroart et al. 2015, Watson et al. 2017). The idea that categorization depends on visual 
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features recalls behavioral work showing that basic-level categories are defined by 

distinctive shape features (birds, defined by wings and feathers)—and, as one would predict 

if visual features define categories, category members that do not share the defining feature 

are less reliably categorized (Logothetis & Sheinberg 1996). The new model shows how 

shape features could become semantic categories: The tuning in IT necessarily depends on 

sensitivity to shape features inherited from early visual areas but reflects the computational 

objectives of IT to support visual processing toward behaviorally relevant objectives. Until 

now, the major challenge for experiments on IT has been to define an objective, 

comprehensive stimulus space. The new model allows us to constrain the stimulus space to a 

relevant domain (e.g., faces, color, places) and facilitates the integration of information 

across microelectrode studies by way of functional landmarks.

6.3. Determining Which Complex Visual Features Are Represented in Inferior Temporal 
Cortex

Some IT neurons appear to respond to only a single exemplar of an object category (e.g., the 

face of a specific individual person), while other neurons seem to respond to many 

exemplars of a category. It is tempting to interpret the sparseness of IT responses as evidence 

in favor of a strict hierarchical feedforward model that culminates with what are referred to 

as grandmother cells (Rolls 2000). Task performance is surprisingly resilient after local 

ablations of IT (Matsumoto et al. 2016), so IT cannot be strictly hierarchical. The notion that 

recognition of an object is handled by a small, dedicated neural population has other 

limitations—it is hard to imagine how known principles of neural circuit development would 

produce such a system and enable it to learn new categories and exemplars. Instead, it seems 

likely that the apparent sparseness reflects sensitivity of the neurons to abstract properties 

that are both diagnostic of a category and useful for behavior and that each object, and 

category, is necessarily represented by a distributed population of neurons. This framework 

extends the representational principle we find in V1: Each single V1 neuron responds 

sparsely to only a limited range of orientations and only at a given location of the visual 

field. Yet we would not conclude that V1 comprises grandmother cells for orientation. 

Instead, orientation is the nature of a representation encoded by V1. It is not clear what the 

abstract representation is in IT. One idea suggested by the model is that each stage along IT 

has a computational objective such as detecting members of a category (PIT) or recognizing 

members within a category (AIT), and these operations involve tuning to the stimulus 

dimensions that capture the most variance for those problems. Neurons that might appear to 

be object-identity specific—so-called grandmother cells—are likely part of an ensemble of 

cells that works together to code identity, rather than each cell serving as a feature detector 

(Chang & Tsao 2017).

The model described here stipulates that the way in which IT samples and recombines input 

signals is determined by the behavioral relevance of the information (Kourtzi & Connor 

2011, Martin 2016), reflecting pressures exerted during evolution, development, and life 

experience. A strong test of the importance of experience was provided by an experiment in 

which monkeys were reared without exposing them to faces, and cortical responses were 

evaluated throughout development using fMRI (Arcaro et al. 2017). The animals did not 

develop IT face patches or look preferentially at faces, suggesting that neural and behavioral 

Conway Page 13

Annu Rev Vis Sci. Author manuscript; available in PMC 2019 September 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



selectivity for faces requires experience. These results suggest that experience is the 

dominant organizing force in IT. But the issue is not settled. In similar experiments, Sugita 

(2008) reared monkeys without exposing them to faces and showed that the animals 

nonetheless had a preference for human or monkey faces. After experience with the faces, 

Sugita’s animals developed a species-specific face preference, suggesting that IT has an 

innate organizational plan that is refined by experience. It is not yet clear how the results of 

the two experiments can be reconciled. But both sets of results are consistent with the idea 

that foveal representations in IT inherit a bias for high spatial frequencies and overt attention 

associated with where you look.

A key aspect of the model described here is the role of active behavior—such as attention, 

object selection, and behavioral goals—in shaping how IT works. Behavioral context is 

often not considered in evaluating the core computations of IT, but it should be. The notion 

of objects implies active behavior, as discussed in Section 2. And ample evidence shows that 

IT activity is dependent on task performance. The issue has been addressed theoretically 

(Walther & Koch 2007) and is supported by four lines of evidence. First, shape tuning of IT 

neurons in monkeys increases in a way that is determined by the task the monkeys perform 

(Lim et al. 2015, McKee et al. 2014, Sheinberg & Logothetis 2001, Sigala & Logothetis 

2002). Second, IT responses predict task performance (Harel et al. 2014, Mruczek & 

Sheinberg 2007). Third, the response of IT neurons typically follows the responses of 

neurons in prefrontal cortex (PFC) (Monosov et al. 2010, Tomita et al. 1999); is altered by 

PFC inactivation (Monosov et al. 2011); and tracks perception of multi-stable images 

(Sheinberg & Logothetis 1997), uncovering top-down signals to IT from PFC. And finally, 

IT cells acquire sensitivity to sets of visually dissimilar stimuli if the animal thinks all the 

stimuli are the same (Li & DiCarlo 2008). It seems inescapable that the categorization 

behavior of IT cells reflects an interaction of visual statistics and behavioral relevance. This 

interaction is made explicit by the model: The IT regions in the eccentricity template that are 

connected to foveal representations in early visual cortex exploit the tuning to high-spatial 

frequencies to take on a role in high-acuity object vision (including face recognition); 

intermediate representations take on a role in establishing behavioral valence (using color 

and surface cues); and peripheral representations encode spatial information such as places. 

The functional role of the regions in IT is thus dependent both on the predisposition of each 

part of the eccentricity template to compute certain kinds of information and how those 

representations are used, as reflected by connectivity patterns to other parts of the brain 

(Mahon & Caramazza 2011).

The model described here requires both nature (eccentricity templates) and nurture 

(experience) to establish the functional architecture of IT. An extreme hypothesis, in which 

experience is the sole determinant, might suppose that cells are clustered in the cortex based 

only on the emotion, reward, or action elicited by their activation. This theory takes 

seriously the notion of an object as an active construction that reflects the interaction of 

agent and environment. According to this theory, the observed clustering of cells in IT would 

arise because of commonalities in the reward contingencies of objects and not because of 

similarities in shape features. Thus cells tuned to vegetables and fruits would be grouped 

together in IT but separately from cells tuned for tools, because vegetables and fruits are 

edible and tools are not. There is some behavioral evidence that objects are categorized 
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according to ecological experience (Ghazizadeh et al. 2016). Moreover, shape tuning of IT 

cells can be altered by changing the temporal contingency of visual stimuli during natural 

search (Li & DiCarlo 2008), which is consistent with the idea that behavioral relevance (and 

not just visual shape features) influences the responses of IT cells. As of now, the role of 

ecological experience in determining the overall organization of IT has not been tested with 

fMRI or neurophysiology. The weight of evidence suggests that similarities in shape features 

among members of a category play the dominant role in organizing IT (Op de Beeck et al. 

2008).

7. HOW DOES THE BRAIN DECODE ACTIVITY IN INFERIOR TEMPORAL 

CORTEX?

The bulk of this review has addressed how categorical information is encoded in IT. But how 

are representations in IT decoded to drive behavior? The population dynamics of neurons in 

prefrontal cortex suggest that they can flexibly select and integrate information from 

different domains to carry out a common behavioral plan (Mante et al. 2013), making PFC a 

candidate as a decoder of IT activity. Working out how different PFC regions contribute to 

this process is an active area of research. The functional organization of prefrontal cortex 

remains unsettled (O’Reilly 2010, Passingham & Wise 2012, Riley et al. 2017, Romanski 

2004), but there is some evidence for stimulus-driven functional organization: PFC contains 

a set of color-biased regions whose absolute locations within any given hemisphere are 

somewhat variable but are nonetheless found in a systematic relationship to face patches 

(Lafer-Sousa & Conway 2013, Romero et al. 2014). The stimulus-driven organization of 

PFC suggests that different parts of PFC may contribute in distinct ways to decoding the 

parallel representations of IT. It will be useful to address these questions using an approach 

that bridges the gap between microelectrode recordings, which provide high cellular 

resolution of neural mechanisms but suffer severe sampling limitations, and systems-level 

measurements such as those from fMRI, which provide information on global organization 

but lack spatial and temporal resolution.

8. SUMMARY

Converging evidence from experiments in macaque monkeys and humans suggests that IT is 

organized by a sequence of eccentricity templates into about four stages, each of which 

might be considered a distinct visual area. The functional organization of IT, and the activity 

of IT cells, reflects an interaction of innate programs that link corresponding parts of the 

eccentricity templates, stimulus features, and behavioral goals. Working out how 

corresponding regions along each parallel stream through IT engage with one another to 

carry out behavioral programs promises to uncover fundamental truths not only about how 

IT works but about how the brain turns sense data into perceptions, thoughts, and ideas.
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Figure 1. 
Visual-field meridian representations in alert macaque cortex. The white arrow shows the 

ventral stream through inferior temporal cortex (IT). The organizational structure of early 

visual areas [primary visual cortex (V1), visual area 2 (V2), and visual area 3 (V3)], but not 

higher-order regions (IT), is clearly uncovered by meridian representations. Orange shows 

regions that responded more strongly to checkered stimuli restricted to a wedge along the 

horizontal meridian; blue shows regions that responded more strongly to checkered stimuli 

restricted to a wedge along the vertical meridian (bottom right shows the stimuli). The 

dashed line shows the anterior border of V4. The foveal representation (stars; see Figure 4) 

are shown for reference. Figure generated with data from Lafer-Sousa & Conway (2013). 

Additional abbreviations: AIT, anterior inferior temporal cortex; AMIT, anteromedial 

inferior temporal cortex; CIT, central inferior temporal cortex; MT, middle temporal area; 

PIT, posterior inferior temporal cortex.
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Figure 2. 
Visual signals relay both identity and valence (behavioral relevance). (a) The color of a 

banana, but not its shape, changes substantially as the banana ripens, signaling behavioral 

relevance. (b) Face color is dynamic, and is influenced by blood perfusion and oxygenation, 

signaling changes in emotion, health status, and attractiveness that are independent of face 

identity. Images in panel b courtesy of Rosa Lafer-Sousa.
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Figure 3. 
The location of the functional activation patterns in inferior temporal cortex are predicted by 

nodes in the anatomical connectivity map. Top panel shows the serial stages of the major 

anatomical projections through the ventral visual pathway. The anatomy also uncovers 

several parallel pathways along the posterior-to-anterior axis. Regions of the dorsal pathway 

are shown in gray text. Bottom panel shows the functional activation patterns to faces 

(orange) and colors (blue) in an example macaque monkey. Top panel adapted from Kravitz 

et al. (2013) and bottom panel from Lafer-Sousa & Conway (2013). Abbreviations: amts, 

anterior middle temporal sulcus; d, dorsal; f, fundus; FST, floor of superior temporal sulcus; 

ios, inferior occipital sulcus; lus, lunate sulcus; MST, medial superior temporal area; MT, 

Conway Page 25

Annu Rev Vis Sci. Author manuscript; available in PMC 2019 September 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



middle temporal area; pmts, posterior middle temporal sulcus; sts, superior temporal sulcus; 

STSf, fundus of the superior temporal sulcus; STSv, lower (ventral) bank of the superior 

temporal sulcus; TEad, dorsal subregion of anterior TE; TEOd, area TEO, dorsal part; TEpd, 

dorsal subregion of posterior TE; TGv, ventral temporal pole; v, ventral.
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Figure 4. 
IT contains a series of eccentricity representations that correspond to the location of the sets 

of color-biased and face-biased domains. Cyan-blue shows regions with higher responses to 

drifting equiluminant colored gratings compared to drifting achromatic gratings; orange-red 

shows regions with higher response to black and white pictures of faces compared to 

pictures of bodies (left panel). Yellow hashing shows regions with higher responses to 

checkers restricted to a 3° diameter disc centered at the fovea, and green shows responses to 

checkers in the periphery (the screen was 40° across; right panel). Figure created using data 

from Lafer-Sousa & Conway (2013) and Verhoef et al. (2015). Abbreviations: AIT, anterior 

inferior temporal cortex; AMIT, anteromedial inferior temporal cortex; CIT, central inferior 

temporal cortex; IT, inferior temporal cortex; PIT, posterior inferior temporal cortex.
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Figure 5. 
Model for the evolutionary expansion of IT through duplication of retinotopic visual areas. 

Abbreviations: AIT, anterior inferior temporal cortex; CIT, central inferior temporal cortex; 

H, horizontal; IT, inferior temporal cortex; PIT, posterior inferior temporal cortex; V, 

vertical; V1, primary visual cortex; V2, visual area 2.
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