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SUMMARY

Several general principles of global 3D genome organization have recently been established,
including non-random positioning of chromosomes and genes in the cell nucleus, distinct
chromatin compartments, and topologically associating domains (TADs). The extent and nature of
cell-to-cell and cell-intrinsic variability in genome architecture are still poorly characterized. Here,
we systematically probe heterogeneity in genome organization. High-throughput optical mapping
of several hundred intra-chromosomal interactions in individual human fibroblasts demonstrates
low association frequencies, which are determined by genomic distance, higher-order chromatin
architecture, and chromatin environment. The structure of TADs is variable between individual
cells and inter-TAD associations are relatively common. Furthermore, single cell analysis reveals
independent behavior of individual alleles in single nuclei. Our observations reveal extensive
variability and heterogeneity in genome organization at the level of individual alleles and
demonstrate the coexistence of a broad spectrum of genome configurations in a cell population.
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eTOC BLURB

High-throughput imaging of several hundred chromatin interactions in individual cells reveals that
pairing events are overall rare and variable with even the most frequent events showing notable
variability between alleles.
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INTRODUCTION

Genomes exist in a highly organized fashion in the nucleus of eukaryotic cells (Bickmore,
2013; Misteli, 2007). Studies of spatial genome organization have traditionally used imaging
approaches or biochemical methods that capture different aspects of genome organization
(Fudenberg and Imakaev, 2017; Giorgetti and Heard, 2016). While microscopy-based
methods such as fluorescence in situ hybridization (FISH) allow direct measurements of
three-dimensional distances between loci, they are typically limited to probing a small
number of candidate loci. Biochemical methods such as high-throughput chromosome
conformation capture (Hi-C) provide genome wide maps of contact frequencies, a proxy for
how often any given pair of loci are sufficiently close in space to be captured together (Jin et
al., 2013; Li et al., 2010; Lieberman-Aiden et al., 2009), but are typically performed on
populations of millions of cells, generating averaged snapshots of the population with
limited information on heterogeneity or variability (Fraser et al., 2015b; O’Sullivan et al.,
2013; Sati and Cavalli, 2017).

These methods have given considerable insights into genome organization at different length
scales. The most basic unit of DNA organization is the chromatin fiber, formed by a DNA
strand wrapping around histones. Different spacings and densities of histones create variable
widths and conformations in the fiber. Super-resolution microscopy reveals the chromatin
fiber to be made up of “clutches” or clusters of nucleosomes creating beads on a string along
the DNA strand whose size corresponds to chromatin state: active chromatin with smaller
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clusters, inactive chromatin with larger clusters (Ricci et al., 2015). Cryo-electron
microscopy has similarly revealed that DNA is found in a fiber between 5 and 24 nm in
width with overall density depending on chromatin state (Ou et al., 2017). Furthermore,
imaging approaches demonstrate that genome regions with similar chromatin states cluster
within the nucleus (Boettiger et al., 2016; Smeets et al., 2014). These observations are
consistent with the identification of compartments A and B defined in biochemical datasets
and representing self-associating homotypic chromatin types which correlate well with their
chromatin state as eu- or heterochromatin (Lieberman-Aiden et al., 2009).

Hi-C and related methods have led to the definition of self-associating domains on the order
of hundreds of kb, referred to as topologically associating domains (TADs), which are
highly reproducible features of Hi-C maps (Dixon et al., 2012; Nora et al., 2012; Sexton et
al., 2012). TADs appear to be a fundamental unit of genome organization and to depend on
the formation of loops mediated by the chromatin architectural proteins CTCF and cohesin
(Mizuguchi et al., 2014; Nora et al., 2017; Sanborn et al., 2015; Gassler et al, 2017; Rao et
al, 2017; Schwarzer et al, 2017; Wutz et al, 2017, Haarhuis et al., 2017). Visualization of
individual TADs with super-resolution imaging reveals that they most often form discrete
globules within the nucleus (Szabo et al., 2018). However, FISH and single cell Hi-C data
have shown variability of interactions at the single cell level (Flyamer et al., 2017;
Fudenberg and Imakaev, 2017; Giorgetti et al., 2014; Nora et al., 2012; Sanborn et al., 2015;
Stevens et al., 2017; Ulianov et al., 2016). Furthermore, some evidence suggests TADs
associate into higher-order structures (Fraser et al., 2015a; Moore et al., 2015; Weinreb and
Raphael, 2015), but their precise arrangement is unknown (Benedetti et al., 2014; Darrow et
al., 2016).

Biochemical interaction mapping methods provide a static view of genome conformation. In
contrast, live-cell imaging studies have shown that individual loci undergo dynamic
movement, consistent with constrained diffusion within a ~1.5 um radius (Chubb et al.,
2002; Fung et al., 1998; Lucas et al., 2014; Marshall et al., 1997). Furthermore, while most
Hi-C methods are population-based and report the ensemble behavior of millions of cells,
polymer-model based simulations and small scale studies to compare Hi-C datasets with
imaging data point to extensive variability in genome organization between individual cells
(Giorgetti et al., 2014; Kalhor et al., 2011; Tjong et al., 2016). Recently, single cell Hi-C
experiments and super-resolution imaging have also illustrated variability in capture
frequency (Carstens et al., 2016; Cattoni et al., 2017; Flyamer et al., 2017; Nagano et al.,
2013; Ramani et al., 2017; Stevens et al., 2017; Tan et al., 2018). Thus, while it is
increasingly obvious that the genome is flexibly organized, the nature and extent of variation
in spatial genome architecture has not been examined systematically.

Here we have combined Hi-C and high-throughput imaging to map at a large scale the
spatial position and colocalization frequencies of over a hundred pairs of genomic loci. We
use this approach to comprehensively probe the heterogeneity of physical genome
interactions and allele-specific behavior at the single cell level. Our findings reveal a
remarkably high degree of cell-to-cell and allele-to-allele heterogeneity in spatial genome
organization.
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A combined Hi-C and hiFISH approach to systematically probe genome heterogeneity

To probe the patterns and extent of variation in spatial genome organization in a cell
population, we applied hiFISH (high-throughput fluorescence /n situ hybridization) (Shachar
et al., 2015a) to systematically determine the spatial position and distances between
combinations of large sets of genomic interaction pairs identified by Hi-C in human foreskin
fibroblasts (HFFs). Hi-C maps were generated using four technical replicates of 25 million
cells each and libraries were sequenced using 50 bp paired-end reads resulting in
746,195,659 mapped valid pairs. The Hi-C dataset was validated against a dilution Hi-C
dataset of IMR90 cells (Jin et al, 2013), an /n-situ Hi-C dataset of IMR90 cells (Rao et al,
2013), and an in-situ Hi-C dataset of HFF cells (Dekker et al., 2017). The relationship
between contact frequency and genomic distance was very similar between the two dilution
Hi-C datasets (Fig S1A) and all datasets showed significant overlap in TAD boundaries (Fig
S1B), confirming that the HFF Hi-C dataset is comparable to others.

While the HFF Hi-C dataset allows resolution up to 10 kb, we chose to identify candidate
interactions based on a 250 kb map to account for our use of Bacterial Artificial
Chromosome (BAC) probes, which were used to increase labelling efficiency in high-
throughput imaging and have an average size of ~200 kb. To create a comprehensive and
unbiased probe set to explore the relationship of Hi-C interaction frequency and co-
localization, we identified 125 probe pairs by screening the Hi-C data for 250 kb bins that
had a large range in distance-matched Hi-C normalized read count at multiple distance
thresholds (Fig. 1A, Tables S1, S2 for details on probe pairs). Our set included multiple
associations with genome regions that were gene rich (6 or 10 genes within 250 kb) or gene
poor (no genes within 250 kb) on chromosome 1, chromosome 17, and chromosome 18.
This probe set maximizes the range of Hi-C frequencies (500-fold range), provides sets of
distance-matched sites (similar genomic distances, up to 10-fold range in Hi-C frequency),
enables probing of Hi-C-matched sites (similar Hi-C frequency, genomic distance ranging
from 10 Mb to 250 Mb), and represents gene rich as well as gene poor regions (Fig 1A). In
addition, two genome regions of 2.88 and 2.75 Mb, respectively, on chromosome 4,
containing multiple TADs, were tiled at higher density (one probe at each TAD boundary
and one probe centered inside each TAD, 25 BAC probes total) to examine short range
associations (Fig 1A; Table S1). Since our intent was to probe general principles of
association behavior and to avoid confounding effects, the functional status of the regions,
such as transcriptional activity or epigenetic marks, was intentionally excluded from
selection criteria. Nevertheless, ChIP-seq and RNA-seq data available from the ENCODE
repository (ENCODE Project Consortium, 2012) for the closely related hnTERT
immortalized BJ skin fibroblasts indicated that regions in gene rich clusters generally
showed increased mMRNA expression, increased H3K4 and H3K36 methylation, and
decreased H3K27 methylation as versus regions in gene poor clusters; two regions in gene
poor clusters are outliers with high mRNA expression but were selected for low Hi-C
interaction frequency with their respective baits (Table S1).
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The 125 interaction pairs were analyzed using a high-content screening approach to localize
three regions per cell (Fig 1B, C) in ~500 cells per condition (see Methods). Distance
measurements were not affected by chemical fixation and processing during the hiFISH
procedure as demonstrated by comparable distance distributions between LacO and TetO
portions of a previously described 25 kb LacO-TetO array in live cell imaging of NIH 2/4
mouse fibroblasts before and after fixation and permeabilization (Fig S2B, C) (Roukos et al.,
2013) and consistent with prior observations that the FISH protocol does not disrupt DNA or
RNA localization (Verschure et al., 1999). For all reported data, as previously observed,
trends were similar using either 2D or 3D distances (Finn et al., 2017). 3D distances were
used throughout to maximize accuracy.

Systematic comparison of interaction frequency to physical distance

We first sought to establish how Hi-C interaction frequencies relate to physical distances
between interaction partners. We analyzed the distance distribution of a single bait probe on
chromosome 1 and a “high-probability interactor” region 10 Mb upstream or an equidistant
downstream “low probability interactor” region (Fig 1D, E). We observe a statistically
significant difference in 3D spatial distance between these two targets with the upstream
high-probability region at an average distance of 1.30 um from the bait compared to 2.26 pm
for the low-probability region (Fig 1E, p < 2.2*10716). However, the distributions strongly
overlap, with an overlapping coefficient of 0.57, indicating lack of clear separation at the
single cell level. In fact, when analyzed on a single allele basis, 22% of bait spots were
physically closer to the “low-probability interactor” than the “high-probability interactor”
(Fig 1E). An even larger overlap was observed for 4 additional distance-matched pairs at
various distances from 400 kb to 20 Mb separation and with 2-5 fold differences in Hi-C
capture frequency (Fig 1F-I).

To expand this analysis, we determined cumulative distributions of pairwise spatial distances
for the entire set of 125 interaction pairs (Fig 1J). The median spatial distances of pairs
strongly correlated with their Hi-C frequencies (Fig 1J, Fig S4C). However, the distance
distributions lacked multimodality or discontinuity (Fig 1J), suggesting that the overall
population of distances is variable and continuous, consistent with findings from single cell
Hi-C or imaging of select loci (Giorgetti et al., 2014; Nagano et al., 2013). Analysis of noise
in the association frequencies at all 125 locus pairs via the coefficient of variation shows that
regions with high Hi-C contact frequencies and moderate-to-small mean spatial distances
tend to have the greatest spread of coefficient of variation in distances (Fig 1K, L). Overall,
these observations point to extensive heterogeneity in physical proximity of Hi-C interaction
pairs in individual cells.

The steady-state association frequencies of genomic interactors are low

To provide a more direct comparison with Hi-C interaction frequency, we measured
frequency of perfect colocalization (defined as coincident local intensity maxima between
two FISH signals) for 106 interaction pairs with a range of Hi-C frequencies over two orders
of magnitude (1.8*1074 to 6.2*1072; Fig 2A, Fig S3). We found good correlation between
Hi-C frequency and colocalization (Fig 2B; r2 = 0.861, p < 2.2*10716) with colocalization in
between 0.04% and 27.3% of alleles (Fig. 2B). For most pairs (102/106) less than 10% of
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alleles in the cell population colocalized, and only one pair showed colocalization at more
than 15% of alleles in the population, although the dataset included many pairs within the
top 20% of Hi-C capture frequencies. To eliminate potential confounding effects due to
limited imaging resolution or possible systematic drift between imaging channels, the
distance threshold was relaxed to 350 nm, the distance at which 95% of co-stained loci are
reliably colocalized (Roukos et al., 2013). At the same time, this approach captures potential
colocalizations within a chromatin microcompartment (Szabo et al., 2018). We find the same
strong correlations between Hi-C frequency and spatial proximity at this relaxed threshold
(Fig 2C, r2 = 0.903, p < 2.2*10716) with colocalization frequencies from 0.26% to 53.66%.
89/106 interaction pairs showed colocalization in fewer than 30% of alleles and only a few
interaction pairs (3/106) showed colocalization in more than 50% of alleles (Fig 2C). Similar
trends were observed upon using distance thresholds of 200 nm or 1 pm or when considering
mean 3D distances (Fig S4).

Analysis of root mean squared error (RMSE) using a power-law model indicated an overall
spread of ~2.6-fold from the model, consistent with a ~2.6-fold range in colocalization
percentage between pairs with similar Hi-C frequencies, indicative of heterogeneity between
associations. These results demonstrate a low overall frequency of colocalization in the
population, and a remarkably high degree of variability in association frequencies and
spatial separation of genome regions in individual cells across a population.

Genomic distance as a key determinant of association frequencies

As a control for the above analysis, we calculated Hi-C frequencies for pairs with both bait
and target shifted downstream by 500 kb. This approach maintains the genomic distance for
each pair while removing sequence-specific effects. We find slightly decreased correlation
between Hi-C frequency and colocalization for shifted regions at all distance thresholds (Fig
2B, r2: 0.776 for perfect colocalization, r: 0.774 for 350 nm threshold), suggesting a
considerable contribution of genomic distance to contact probability. To further explore the
contribution of genomic distance to association frequencies, we correlated association
frequencies for all 125 interaction pairs with their genomic distance (Fig. 2D-E). We find a
strong inverse correlation between association frequency and genomic distance both for
perfect colocalization (Fig 2D; rZ: 0.786, p < 2.2*10716) and for colocalization within 350
nm (Fig 2E; r2: 0.907, p < 2.2*10716). As observed for Hi-C frequencies, RMSE analysis
indicated a 2-3 fold variation in percent colocalization for locus pairs at similar genomic
distances; for example, two locus pairs separated by very similar genomic distances (412
and 419 kb) colocalized with significantly different frequencies of 46% and 26% of alleles,
respectively (Fig 2D, E). We also find very similar distance-related decay between the
percentage of spots within 350 nm and Hi-C capture frequency (Fig 2F), suggesting a major
contribution of genomic distance to interaction frequency.

To determine whether genomic distance is sufficient to explain the correlation between Hi-C
capture frequency and association frequency, for each of the 106 probe pairs we calculated
the expected Hi-C frequency and percent colocalization based on genomic distance alone
and determined fold-changes from this expected value. We find that a weak correlation
between HiC and colocalization frequencies is maintained (r2 = 0.138, p = 2.1*107°, Fig

Cell. Author manuscript; available in PMC 2020 March 07.



1duosnuen Joyiny 1duosnuey Joyiny 1duosnuen Joyiny

1duosnuep Joyiny

Finn et al.

Page 7

2G). These findings suggest that the observed correlation between Hi-C frequency and
colocalization can largely be explained by genomic distance and that structural features of
the chromatin fiber, such as loops and TADs, act primarily as modulators of physical
associations driven by sequence proximity.

Gene density and chromatin properties modulate interaction frequencies

To investigate whether chromatin context affects the likelihood of spatial proximity, 46 loci
on chromosomes 1, 17, and 18 were classified into four clusters based on chromosome and
gene density (see Methods; Table S1). Locus pairs between gene rich regions (1-11 genes,
median 4) showed greater heterogeneity between distance-matched regions and overall
weaker correlation with genomic distance than loci in gene poor regions (0-5 genes, median
2) (Fig 3A). Gene rich loci also exhibited a wider range of association frequencies than gene
poor regions (Fig 3B). These observations demonstrate greater distance dependence and
smaller variation of physical association between locus pairs in gene poor regions of the
genome than those in gene rich regions. This is consistent with a model in which gene-poor
chromatin is characterized by broad chromatin compaction and gene-rich chromatin is more
dispersed, but undergoes specific interactions such as locus-specific loops (Boettiger et al.,
2016; Lieberman-Aiden et al., 2009).

We next probed for differences in association frequencies of loci in compartments A or B as
defined by Hi-C (Boettiger et al., 2016; Lieberman-Aiden et al, 2009; Smeets et al., 2014).
While the probe set selected was somewhat under-represented for probes pairs in which both
probes were in the A compartment, associations between loci occur nonetheless with slightly
higher frequency among pairs where both loci belong to compartment B than A-A or A-B
pairs (Fig 3C). This behavior is especially evident when considering power-law models of
associations sorted by compartment (Fig 3D) and is consistent with observations of Hi-C
frequencies, where pairs within the B compartment tend to have higher Hi-C capture
frequencies than the genome-wide distance-based power law model (Fig 3E). These
observations are in line with a model of A and B compartments representing distinct sets of
interactors, and with the notion that B compartments are more compact and self-associating
at these distances, while A compartments are more dispersed and variable in their
interactions (Boettiger et al., 2016; Lieberman-Aiden et al., 2009; Sexton et al., 2012).

Variability in intra- and inter-TAD interactions

TAD:s are regions of the genome defined by elevated Hi-C interaction frequencies for locus
pairs within the region as compared to locus pairs at similar distances outside the region
(Dixon et al., 2012; Nora et al., 2012). We determined the variability in interactions within
and between TADs by high-throughput single cell imaging using BAC probes for coarse
mapping and 10 kb probes for fine mapping of interactions (Fig 4).

To validate the use of BAC probes, which are approximately 200 kb in size and as such on
the same size scale as a typical TAD, we determined baseline levels of separation due to
optical drift and aberrations by imaging a single probe stained in all three colors and
compared this positive control for 100% interaction to pairs of probes that were either
overlapping, adjacent, or proximal (Fig S5). We found that as long as the probes did not
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overlap by more than 50%, they showed noticeably fewer colocalization events than co-
stained loci, suggesting that BAC probes are able to accurately measure colocalization at this
length scale (Fig S5). It is worth noting that our measurements erred toward over-estimating
the colocalization of any two smaller regions, since tight colocalization at any part of the
BAC probe would tether the two probes together and likely be scored as a colocalization
event.

To probe the variability of spatial organization of individual TADs in single cells in a
population, we selected two regions on chromosome 4 encompassing a total of 14 TADs,
identified in Hi-C datasets binned at 20 kb, and measured distances at 15 locus pairs within
the same TAD at varying distances (from 70 kb to 600 kb) and across an 8-fold range of Hi-
C frequencies (Fig 4A, B) as well as 56 locus pairs separated by at least one TAD boundary
(from 240 kb to 2.7 Mb genomic distance). For higher resolution measurements, we cloned
10 kb probes specifically targeting TAD boundaries or internal regions in a 2 Mb sub-portion
of the region probed by BACs and encompassing three TADs (Fig 4C, 4F). For increased
spatial resolution, probes were imaged using deconvolution microscopy, and spot centers
were determined at sub-pixel resolution by calculating a center of gravity (Fig 4D).

Examination of individual distance-matched interaction pairs by cumulative distribution
functions (ECDF) confirmed enrichment for interactions within a TAD as compared to
interactions between two TADs, both with BAC probes and with 10 kb probes (Fig 4 E, F; p-
values < 107 KS-test). We observed a maximum of 5-fold enrichment in percent
colocalizing at 150 nm (Fig 4F; 500 kb, 0.70% between TADs vs 3.36% within the TAD)
and a maximum of 3-fold enrichment at 350 nm (Fig 4F; 300 kb #2, 21.82% vs 64.74%).
These observations were confirmed and generalized by analysis of all BAC and 10 kb probe
pairs separated by between 240 and 570 kb, representing a set of roughly distance-matched
probes (Table S2; Fig S5C). We find a statistically significant 1.5-2 fold enrichment for
colocalizations within a TAD as compared to those between two TADs when considering
only BAC probe data (Fig 4G; 150 nm: p = 0.003702, 350 nm: p = 0.0274, Wilcoxon) or
BAC and 10 kb data combined (Fig 4G; 150 nm: p = 0.01352, 350 nm: p = 5.869*1074,
Wilcoxon). We conclude that interactions within a single TAD are modestly enriched as
compared to interactions between TADs at a similar distance, but high-frequency
interactions remain relatively rare.

Higher order organization of TADs

We next sought to investigate the higher order organization of multiple TADs (Fraser et al.,
2015a; Moore et al., 2015; Szabo et al., 2018; Wang et al., 2016; Weinreb and Raphael,
2015) by probing interactions between boundaries, intra-TAD interactions, and interactions
between an internal probe and a boundary probe (Fig. 5A). Five boundary pairs, 17 internal
pairs, 25 mixed pairs, and 15 pairs within individual TADs were considered for a total of 62
pairs (Fig. 5B). Scatterplots comparing the percent of colocalization relative to genomic
distance showed that intra-TAD, internal, boundary, and mixed interaction pairs all form
overlapping distributions (Fig 5B). While a power-law model revealed that boundary pairs
were the most distance dependent, followed by mixed pairs and internal pairs, all types of
locus pairs outside of TADs showed similar scaling with respect to Hi-C frequency (Fig 5B).
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Considering only regions separated by at least 750 kb or fitting an exponential rather than a
power-law to the data did not significantly change the trends or r2 values. These differences
in scaling suggest that internal regions of adjacent TADs, rather than TAD boundaries, are
most likely to interact.

To eliminate the possibility that these observations were confounded by the size of the BAC
probes used, we examined three pairs of TAD boundaries, separated by 500 kb, 900 kb, or
1.1 Mb, using 10 kb probes placed precisely at the TAD boundaries or fully within the TADs
(Fig 5C). No increase in the proximity of boundary elements compared to internal regions at
the same genomic distance was found (Fig 5C). On the contrary, internal regions had a
modest tendency to be closer together than boundary elements (Fig 5C). These results
demonstrate that TAD boundaries do not consistently interact more frequently than internal
regions.

Despite these observations, multiple TAD boundaries may still be brought together into
higher-order interactions either due to coregulation or mutual stabilization (Beagrie et al.,
2017; Darrow et al., 2016; Olivares-Chauvet et al., 2016). To directly test this model, we
measured colocalization rates of three or more boundary elements amongst neighboring
TADs. While we do observe instances where all three probes are within 350 nm (Fig 5D),
internal regions form triplets at similar rates to boundary regions, suggesting that boundary
regions are not unique in their ability to form higher order structures (Fig 5E). Importantly,
we do not find evidence of stabilization or coregulation since the observed association
frequencies are in line with those predicted based on simple pairwise association frequencies
and an assumption of statistical independence (Fig 5E). These results were confirmed using
10kb probes (Fig 5F,G). Taken together, these observations suggest that although boundaries
form the edges of internally interacting TADs, and while most of the TADs examined do
show evidence of corner peaks in high-resolution Hi-C data (Fig S5), these loops do not
necessarily co-occur or bring the boundaries of neighboring TADs together more frequently
than adjacent internal regions. Furthermore, neighboring TAD boundaries do not appear to
cluster, consistent with a model where loops are independent events likely dynamically
formed and sporadically dissolved (Fudenberg et al., 2016; Sanborn et al., 2015).

Independent behavior of individual alleles creates intrinsic variation in spatial genome
organization

Our observations demonstrate considerable variance in spatial distance between any two loci
at the single cell level, regardless of their likelihood of interaction. This variability may
represent heterogeneity in the behavior of alleles in individual cells, or it may be the result of
cell-to-cell variation while the behavior of alleles in the same cell is coordinated. To
distinguish between these possibilities, we probed the behavior of the two alleles in
individual cell nuclei for all 125 comparisons by measuring the minimal distances of each
allele relative to their interaction partners in single nuclei (Fig 6A; Fig S6A). Scatter plots
demonstrate little correlation between the behavior of the two alleles in a given nucleus for
any of the interaction pairs (Fig 6A; Fig S6A). When individual nuclei were categorized
based on how many colocalization events they contained, the vast majority of cells (70.04—
99.46%) contained no events, a limited fraction (0.54-24.24%) contained one event, and
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very few (0.02-5.34%) contained two events (Fig 6B, Fig S6B), which is in line with the
observed low prevalence of overall interactions in the population. In no case did more than
6% of cells contain two simultaneous interactions (Fig 6B; Fig S6B). These data reinforce
the observed low prevalence of colocalization throughout the population and demonstrate
that interactions most frequently occur independently at the two homologous chromosomes
within a nucleus.

In addition to pairwise associations, it has been suggested that multiple gene loci may
physically form clusters, possibly due to mutual stabilization of pairwise interactions or
chromatin context (Beagrie et al., 2017; Olivares-Chauvet et al., 2016). To assess the extent
and cell-to-cell variability of clustering of multiple interaction pairs, we measured the degree
of covariation between multiple site pairs on the same chromosome and generated scatter
plots of the spatial distance from a single bait to an upstream target vs. the distance from the
same bait to a downstream target (Fig 6C, S6C). No evidence of clustering of multiple pairs
was found, with a maximum r2 = 0.1311 for all combinations (Fig 6C; Fig S6C). Enrichment
over expected values as calculated from pairwise association frequencies was detected
sporadically (probes 375/354/422 and 11/52/91). However, cluster formation was rare,
occurring at less than 15% of loci for even the most prevalent clusters. These results were
confirmed by direct counting of clusters in individual cells with 66-99% containing no
triplet clusters, less than 30% containing one cluster, and less than 5% containing two
clusters (Fig 6E, Fig S6E). Our observations indicate that non-specific clustering of multiple
interaction pairs is not a general principle of higher order genome organization, and that
reported clustering of genes with complex regulatory hubs (Ay et al., 2015; Beagrie et al.,
2017; Ferraiuolo et al., 2010; Morey et al., 2007) may be a locus-specific rather than general
effect, or may reflect their tendency to interact as seen in population-averaged data rather
than a requirement for formation of such hubs in individual cells.

DISCUSSION

We demonstrate a remarkably high level of heterogeneity in spatial genome organization
among individual cells and between alleles in the same cell. Our conclusions are based on
analysis of Hi-C datasets by systematic high-throughput imaging to determine the variability
of genome architecture in a population at the level of single cells and alleles. This approach
takes advantage of the genome-wide nature of Hi-C datasets and the ability of high-
throughput imaging to probe genome organization at the single cell level with high statistical
power by imaging an extensive set of locus pairs in a large number of individual cells. Our
method overcomes the limitations of traditional biochemical mapping methods which
generate population averaged datasets and at the same time elevates traditional imaging
methods beyond their anecdotal nature due to small sample sizes.

We find a high level of variability in how the genome folds in individual cells. In our
analysis, long range associations (> 5 Mb) typically occur in no more than 10% of alleles for
any locus pair, while a small number of such distal associations are present in 20-25% of
cells. The relatively low frequency of mid- and long-range associations in the population and
the combinatorial occurrence of multiple associations in individual cells suggest that a wide
spectrum of genome-wide organizational patterns exist in a cell population (Giorgetti et al.,
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2014; Kalhor et al., 2011). Some of the variability observed in long-range interactions may
be a reflection of dynamic cycles of association and dissociation in living cells such as those
seen over short distances in promoter-enhancer interactions (Chen et al., 2018). However,
dynamic motion cannot explain all observed variation, since even the most common long-
range interactors mapped here are often found at significantly larger distances than those
observed for intrinsic dynamic motion, which are typically constrained within 1.5 um
(Chubb et al., 2002; Fung et al., 1998; Marshall et al., 1997).

We find that genomic distance is a major determinant of physical association of genomic
loci. In fact, most of the observed correlation between FISH colocalization and Hi-C
frequency can be accounted for by the effect of genomic distance, with proximal loci more
frequently interacting. This interpretation is consistent with a model of DNA organization in
which the chromatin fiber is not consistently arranged in 3D space and thus exhibits a large
variability from cell to cell as observed here and in single cell Hi-C analyses (Flyamer et al.,
2017; Fudenberg and Imakaev, 2017; Giorgetti et al., 2014; Nora et al., 2012; Sanborn et al.,
2015; Stevens et al., 2017; Szabo et al., 2018; Ulianov et al., 2016). However, our
comparative analysis demonstrates that genomic distance alone is not sufficient to explain all
interaction patterns. In particular, gene dense regions tend to show more heterogeneity in
interaction frequencies between locus pairs. Furthermore, we find that at the distances
studied, loci in the A compartment are overall less likely to interact than those in the B
compartment, consistent with Hi-C analyses which have shown distinct organization patterns
in different compartments (Boettiger et al., 2016; Francis et al., 2004; Lieberman-Aiden et
al., 2009; Wang et al., 2016). Both of these observations are consistent with a model in
which repetitive, non-genic sequences, often located at the center of a chromosome territory,
sample a smaller total volume than genes (Hall et al., 2014). Our findings suggest that
overall genome organization at large genomic distances is highly variable and likely to be
modulated by a combination of genomic distance, chromatin state, and gene content.

While we observe that loci within a TAD colocalize at relatively high frequencies, we also
find that loci in adjacent TADs interact robustly and are only reduced two- to three-fold. Our
findings that interactions between regions in the same TAD are not necessarily pervasive and
that interactions are also common between neighboring TADs are in line with single cell Hi-
C and super-resolution imaging studies which demonstrated that while TADs often form
contiguous globules or microcompartments, individual cells exhibit widely distinct TAD
structures (Carstens et al., 2016; Cattoni et al., 2017; Flyamer et al., 2017; Giorgetti et al.,
2014; Nagano et al., 2013; Stevens et al., 2017; Szabo et al., 2018). We also observe a
preference for inter-TAD associations between internal regions in distal TADs, rather than
TAD boundaries, consistent with a model in which the loops that form TADs are dynamic
and mobile structures (Fudenberg et al., 2016; Hansen et al., 2018). In line with this
interpretation, we find no evidence for clustering of boundaries.

Variability in association frequencies may either be due to extrinsic causes such as signaling
or stable subpopulations of cells or may be cell-intrinsic (Fu and Pachter, 2016). Our
observation of independence between the two alleles in the same cell provides strong
evidence for primarily cell-intrinsic patterns of variation: most of the observed variability is
intrinsic to individual chromosomes. Furthermore, the existence in our dataset of cells in S
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or G2, observed as closely clustered doublets in all channels, suggests that this intrinsic
variability may be present throughout the cell cycle. Similarly, our finding that two
interactions on the same chromosome occur independently is inconsistent with widespread
co-regulation or cluster formation. It is possible that in intact tissues, or at different loci,
extrinsic variability plays a larger role. However, these data suggest high basal levels of
intrinsic variability in pairwise interactions.

Our data provide direct experimental support for conclusions from early predictive
computational models based on tethered conformation capture (TCC) which suggested that
interaction maps are the composite of multiple genome configurations and that the patterns
of individual interactions differ between cells (Giorgetti et al., 2014; Kalhor et al., 2011).
Our analysis of thousands of individual cells is also in line with studies on transcriptional
bursting which suggest that even promoter-enhancer loops and association with the
transcriptional machinery may show notable variability between cells and, over time, in a
single cell (Chen et al., 2018; Coulon et al., 2013; Lim et al., 2018). These observations
suggest a model in which dynamic and variable chromatin structures, interacting with
dynamic and variable protein complexes, act in concert to provide a stable transcriptional
response across a population, or in single cells over time. A key question to be addressed in
future work is how functional stability arises in the context of this heterogeneous genomic
landscape to ensure execution of gene expression programs in response to physiological
stimuli. This study provides a foundation for such work by characterizing in a systematic
and quantitative fashion the extent and nature of the heterogeneity and variability in higher
order genome architecture. Our results support a view of genome organization as plastic,
heterogeneous, and marked by variability between individual cells and alleles.

STAR Methods
CONTACT FOR REAGENT AND RESOURCE SHARING

Further information and requests for resources and reagents should be directed to and will be
fulfilled by the Lead Contact, Tom Misteli (mistelit@mail.nih.gov).

EXPERIMENTAL MODEL AND SUBJECT DETAILS

Cell Lines—Male human foreskin fibroblasts (HFF) immortalized with hTert via neomycin
selection as described previously (Benanti and Galloway, 2004) were grown in DMEM with
10% FBS, 2 mM glutamine, and penicillin/streptomycin and split 1:4 twice weekly. These
cells are the parental HFF line to the HFFc6 common cell line used in the 4D Nucleome.
Their karyotype was verified as normal via SKY staining (data not shown). HFFs between
passages 40 and 45 were plated at a density between 5000 and 7500 cells per well in 384
well plates (CellCarrier or CellCarrier Ultra, PerkinElmer), and left to grow and settle
overnight before fixation in 4% paraformaldehyde for 20 minutes. After fixation, plates were
rinsed twice in PBS and stored in 70% ethanol at 20°C for up to two months. A total of 40
hiFISH exp eriments were performed in 42 wells and 14 probe combinations (3 wells per
probe combination) per experiment. 500-1000 cells were imaged per probe combination per
experiment, for a total of 615,414 spot pairs used in high throughput analysis.
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METHOD DETAILS

High-throughput Chromosome Conformation Capture—Hi-C libraries were
generated from HFF cells cross-linked in 1% formaldehyde as described previously
(Lieberman-Aiden et al., 2009; Naumova et al., 2013; Nora et al., 2012). Four technical
replicates of 25 million cells each were generated. The libraries were sequenced using 50 bp
paired-end reads with a HiSeq2000 machine with each replicate in its own lane and
replicates 3 and 4 sequenced two more times in one lane. The eight lanes were pooled; the
total number of valid pairs after mapping and filtering was 746,195,659. The filtered reads
were mapped to the human genome (hg19) using Bowtie 2.2.8 and normalized using the
iterative mapping strategy described previously (Imakaev et al., 2012; Lajoie et al., 2015).

Probe selection—For long-range interactions within chromosomes (> 10 Mb separation),
Hi-C data was binned at 250 kb and associations classified into proximal (separated by ~ 10
Mb or 10% of the chromosome), medial (separated by ~ 50 Mb or 30% of the chromosome),
and distal (separated by ~ 100 Mb or 50% of the chromosome) and subsequently ranked into
likely interactors (top 100 interactions based on Hi-C signal at a given distance), unlikely
interactors (bottom 100 interactions at a given distance), or median (median 100 interactions
at a given distance). Probe families were selected as those with a single bait and
representative targets from as many categories (e.g. proximal, likely interactors vs. distal,
likely interactors) as possible. Probe families were further classified as either gene rich or
gene poor based on gene content of the central bait probe: gene rich families were selected
for those with more than five genes overlapping the central bait probes, gene poor families
had no genes overlapping the central bait probe. Finally, each probe was assigned a
compartment, calculated from the first principle component of the normalized Hi-C data. For
short range interactions (< 3 Mb separation), two regions on chromosome 4 were chosen by
visual inspection to contain several adjacent TADs likely within the same compartment.
These regions were tiled using adjacent/overlapping BAC probes, using, if possible, probes
to position a BAC probe at the base/boundary between each TAD-like structure and one
within each TAD-like structure. For TADs that were too small for tiling without substantial
overlap between adjacent BAC probes, only boundary or only interior probes were chosen.
A table of the start and end locations of all BACs used is included as Table S1.

In all cases, pairwise Hi-C frequencies, bias scores, and z-scores were calculated on the
basis of a 250 kb bin centered around the BAC probe used. Pairs within the top 5% of bias
scores or with z-scores with an absolute value above two were considered low-quality Hi-C
frequencies and excluded from further analyses involving Hi-C frequency. A table of all
pairwise associations tested, along with Hi-C scores calculated for the centered 250 kb bin,
bias scores, and percent spots associating is included as Table S2.

For 10 kb probes, 10 kb regions of interest were selected based on Hi-C data and TAD
structure within one of the regions tested on chromosome 4 (chr4:55000000-57000000).
Four adjacent TAD boundaries were targeted, and the intervening TADs were tiled with one
probe every 100 kb. Primers were identified to amplify each 10 kb region in three chunks,
and the regions were cloned from genomic DNA. Nick translation was performed on mixed
pools of two or three plasmids. A complete list of probes is provided in Table S1.
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Segmenting Hi-C data into domains—We segmented Hi-C data de novoto compare
TAD boundaries between HFF and IMR90 cell lines, and dilution Hi-C versus /n situ Hi-C.
Segmentation was done on data binned at 10 kb resolution with the /favaburst software
package described previously (Schwarzer et al., 2017). As input to the segmentation model,
we used the corner score algorithm with default parameters, and Hi-C matrices where
columns and rows with fewer than 100 total reads were masked out. Segmentation was
performed for a single chromosome at a time. Only domain boundaries larger than 40 kb
were kept for downstream analyses.

The percentage of overlap between called domain boundaries in two different data sets was
computed: first, domain boundary start and end pairs were flattened into a single list and
filtered for unique boundary locations. This procedure was repeated for each experimental
condition and each chromosome separately. As a normalization factor for the percentage
overlap between conditions, we obtained the total number of identified boundaries and kept
the smallest of the two values. The overlap between domains was computed by pair-wise
distances between unique boundary locations. Boundaries were considered overlapping if
their distance was less than or equal to 10 kb. The total count of overlapping boundaries was
then divided by the total number of identified boundaries (as described above) to yield the
overlap percentage. The computation was performed for each chromosome, and these were
considered independent measurements of overlap for the purposes of statistical testing (see
below).

As a control/baseline for boundary overlap, we shifted all domain boundary locations by 100
kb for one of the two data sets being compared and repeated the overlap calculation. This
procedure controlled for the basal level of association due to random chance, while ensuring
that the sizes and relative locations of domains were maintained. The non-parametric Mann-
Whitney U test was used to score statistical significance overlap percentages obtained for the
shifted and unshifted boundaries.

Binning Hi-C data to obtain Hi-C scores—To convert high resolution data (e.g. binned
at 10 kb) to lower-resolution data (e.g. binned at 250 kb), we performed the following: First,
for any desired 250 kb window composed of a 25 by 25 grid of 10 kb bins, we summed the
normalized 10 kb resolution Hi-C data over all the bins and divided by 25. The
normalization by 25 (instead of dividing by 25 squared = 625) is explained as follows: First,
consider that summation is over normalized data. We can break down the procedure of
summing of the 25 by 25 window as summing over columns first, then summing over rows.
We note that the ICE normalization procedure results in columns (and rows) of the Hi-C
matrix that that separately sum to 1. As such, following ICE normalization, each bin along
any column of the Hi-C map at 10 kb resolution will have approximately 1/25th of the value
(contact frequency) of an equivalent bin in a 250 kb map since there are 25-fold more bins
and the total Hi-C contact frequency is subdivided between these bins. Since bins in
normalized 10 kb binned data are already divided by 25, we only need to divide by a further
25 to account for the fact that there are 625 additional bins in the 25 by 25 window. To
obtain Hi-C scores for windows centered on the 10 kb FISH probe locations, we did the
same procedure above, but coarse grained from 1 kb binned Hi-C data to 10 kb. The
conversion factor in this case was a factor of 10 (instead of 25).
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HiFISH Imaging—High-throughput fluorescence in-situ hybridization (hiFISH) was
performed as described previously (Burman et al., 2015; Finn et al., 2017; Shachar et al.,
2015b). Probes were generated by a nick translation reaction incubated at 14°C for 1 hr 20
min with the following mix: 40 ng/uL DNA, 0.05 M Tris-HCI pH 8.0, 5 mM MgCI2, 0.05
mg/mL BSA, 0.05 mM dNTPs, including fluorescently tagged dUTP, 1 mM -
mercaptoethanol, 0.5 U/UL E. coli DNA Polymerase and 0.5 pg/uL DNAse I. The reaction
was stopped with the addition of 1 uL EDTA per 50 uL reaction volume and heat shocked to
72°C for 10 m in, then stored at —20°C overnight. QC gels were run in 2% Agarose to verify
successful nick translation with a smear of less than 1 kb. Combinations of three probes (1
ug per probe) were mixed, ethanol precipitated, resuspended in 15 uL of hybridization buffer
(50% formamide pH 7.0, 10% Dextran Sulfate, and 1% Tween-20 in 2X SSC) per well and
warmed to 72°C hefore plating.

Cells were removed from ethanol and rinsed twice in PBS before permeabilization. Cells
were permeabilized in 0.5% wi/v saponin/0.5% v/v triton X-100 in PBS at room temperature
for 20 minutes, rinsed twice with PBS, deproteinated for 15 minutes at room temperature in
0.1 N HCI, and neutralized for 5 minutes at room temperature in 2X SSC before
equilibration in 50% formamide/2X SSC for at least 30 minutes at room temperature. 13 pL
of resuspended probe mix was added per well, pipetting to mix just before adding, and plates
were spun to remove bubbles. Cells were denatured for 7.5 minutes at 85°C and immediately
moved to a 37°C water bath for 72 hr hybridization. After hybridization, plates were rinsed
once at room temperature with 2X SSC, and then thrice each with 1X SSC and 0.1X SSC
both warmed to 45°C. Cells were stained with DAPI (3 pg/mL) for 15 minutes, rinsed,
mounted in PBS, and imaged. All experiments were performed in triplicate.

Imaging on chromosomes 1, 17, and 18 was performed in four channels (405, 488, 561, 640
nm excitation lasers) in an automated fashion using a dual spinning disk high-throughput
confocal microscope (PerkinElmer Opera QEHS) with a 40X water immersion lens (NA =
0.9) and pixel binning of 2 (pixel size = 320 nm). 20-40 fields of view were imaged per
well. In all exposures the light path included a primary excitation dichroic (405/488/561/640
nm), a 15t emission dichroic longpass mirror: 650/660-780, HR 400-640 nm and a
secondary emission dichroic shortpass mirror: 568/HT 400-550, HR 620-790 nm. In
exposure 1, samples were excited with the 405 and 640 nm lasers, and the emitted signal
was detected by two separate 1.3 Mp CCD cameras (Detection filters: bandpass 450/50 nm
and 690/70 nm, respectively). In exposure 2, samples were excited with the 488 nm laser
and the emitted signal was detected through a 1.3 Mp CCD camera (Detection filter:
bandpass 520/35). In exposure 3, samples were excited with the 561 nm laser and the
emitted light was detected through a 1.3 Mp CCD camera (Detection filter: bandpass
600/40). Samples were optically sectioned in z every 1 pm for a final volume of 7 um. For
clustering experiments, samples were optically sectioned in z every 300 nm for a final
volume of 7 ym.

For short range interactions on chromosome 4, imaging was performed in four channels
(405, 488, 561, and 640 nm excitation lasers) in an automated fashion using a dual spinning
disk high-throughput confocal microscope (Yokogawa CV7000), using a 60x water
immersion lens (NA = 1.2) and no pixel binning (pixel size = 108 nm). 16 fields of view
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were imaged per well. In exposure 1, samples were excited with the 405 and 561 nm lasers,
and the emitted light was collected through a path including a short pass emission dichroic
mirror (568 nm) and two SCMOS cameras (5.5 Mp) in front of 445/45 nm and 600/37 nm
bandpass emission filters, respectively. In exposure 2, samples were excited with the 488 and
640 nm lasers, and the emitted light was collected through the same light path and with the
same cameras as exposure 1, but with 525/50 nm and 676/29 nm bandpass emission filters,
respectively, instead. Samples were optically sectioned in z every 1 um for a final volume of
7 pm.

Since HFFs are diploid, experiments in which we detected exactly two FISH signals per
locus in fewer than 60% of cells were excluded and only cells which showed the same
number of spots in each channel, and at least two spots in each channel, were considered in
the analysis. In the final analysis, all reported data were generated from sets of at least 500
FISH signal pairs, with an average of 4,365 spot-spot distances analyzed per probe pair.

To identify pairs on the same chromosome, we identified minimum distances between FISH
signals of different colors on a per-green-spot basis (for green:red and green:far red
comparisons) or a per-red-spot basis (for red:far red comparisons). The distribution of
minimum distances between loci showed little overlap with the distribution of maximum
distances (Fig S2A), demonstrating that hiFISH accurately distinguishes multiple loci on the
same chromosome from those on homologous chromosomes (Finn et al., 2017).

FISH and Deconvolution Imaging of 10 kb probes—FISH was performed on slides
using the same protocol as plates with the following alterations: 10 kb probes were used at a
concentration of 200 ng per 15 pL hybridization mix, and BAC probes at a concentration of
2 pg per 15 pL hybridization mix. Coverslips were sealed with rubber cement before
denaturation at 85°C. After primary washes, coverslips were washed for 10 minutes in
0.05% tween-20/4X SSC at room temperature and blocked in 3% BSA/0.05% tween-20/4X
SSC for 20 minutes at 37°C. Avidin-FITC was diluted 1:400 in block solution, Avidin-Cy5
was diluted 1:2000 in block solution, and a-Digoxygenin-TRITC was diluted 1:400 in block
solution. Coverslips were incubated in antibody solution for 45 minutes at 37°C in a humid
chamber, washed four times in 0.05% tween-20/4X SSC at 45°C, and washed four times in
PBS at room temperature. Coverslips were then mounted in Vectashield with DAPI, sealed
with clear nail polish, and imaged.

Deconvolution imaging was performed on a DeltaVision Elite epifluorescent microscope
(Applied Precision/GE Healthcare, Issaquah WA) consisting of a customized Olympus IX71
inverted microscope (Olympus America, Inc., Melville, NY) with an Applied Precision
proprietary optical sectioning stage (Long Travel 25 x 50 mm Flexure stage), through an
Olympus 100X objective with no binning (APO, NA = 1.4, lateral resolution 64.6nm) and an
SCMOS camera (5.5 Mp). The following filters were used: DAPI: excitation: 390/18 nm,
emission: 435/48 nm; FITC: excitation: 475/28 nm, emission: 525/48 nm; TRITC:
excitation: 542/27 nm, emission: 597/45 nm; Cy5: excitation: 632/22 nm, emission: 679/34
nm. Z-stacks were taken every 200 nm. Deconvolution was performed in 3D using
SoftWoRx 6 software installed on a Linux-based workstation. Spots were identified in 3D
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using ImageJ’s 3D object counter, filtered by hand, and centers of gravity were identified to
attain sub-pixel resolution.

QUANTIFICATION AND STATISTICAL ANALYSIS

2D and 3D Image Analysis—Automated analysis of all images was performed based on
a modified version of a previously described Acapella 2.6 (PerkinElmer) custom script (Finn
etal., 2017; French, 2015; R Core Team, 2015). This custom script performed automated
nucleus detection based on the maximal projection of the DAPI image (ex. 405 nm) to
identify cells. Spots within these cells were subsequently identified in maximal projections
of the Green (ex 488 nm), Red (ex. 561 nm) and Far Red (ex. 640 nm) images, using local
(relative to the surrounding pixels) and global (relative to the entire nucleus) contrast filters.
The x and y coordinates of the brightest pixel in each spot were calculated. The z coordinate
of the spot center was then calculated by identifying the slice in the z-stack with the highest
value in fluorescence intensity for each of the spot centers. Datasets containing X,y and z
coordinates for spots in the Green, Red and Far Red channels as well as experiment, row,
column, field, cell, and spot indices, were exported from Acapella as tab separated tabular
text files. These coordinates datasets were imported in R (R Core Team, 2015). 2D and 3D
distances for each pair of Red:Green, Red:Far Red, or Green:Far Red probes within a cell
were generated on a per-spot basis using the SpatialTools R package (French, 2015).
Subsequent analyses were performed in R using the plyr (Wickham, 2011), dplyr (Wickham
and Francois, 2015), ggplot2 (Wickham, 2009), data.table (Dowle et al., 2015), knitr (Xie,
2014) and stringr (Wickham, 2015) packages. All analyses were done with both 2D and 3D
distances and results were broadly consistent. Unless otherwise specified, 3D data are
shown.

Statistical Analysis—2D and 3D distances were calculated on a per-green-spot basis
using the SpatialTools R package (French, 2015). For density plots, minimum spot distances
were graphed using ggplot2. For scatter plots showing percent associations versus Hi-C
capture frequency or genomic distance, as well as box plots showing range in percent spots
associating, percent spots colocalizing within a threshold and percent of cells with at least
one association were calculated with tools from data.table, and these values were plotted
with ggplot2. For scatter plots showing correlations between homologous pairs in the same
cell, minimum spot:spot distances were indexed by cell and merged. Pair A and Pair B were
assigned arbitrarily. For scatter plots showing correlations between two targets and the same
bait, spot pairs were indexed by “central” spot (defined as the middle of three loci as arrayed
in the genome) and distances merged. The overlapping coefficient was calculated as the sum
of the minimum proportion over the entire distance distribution: where A is the 3D distance
between pair A, and B is the 3D distance between pair B, with a bin width and increment of
& =100 nm. (i.e. x =0 nm, 100 nm, 200 nm, ...)

DATA AND SOFTWARE AVAILABILITY

The Hi-C data has been deposited in GEO under ID code GSE107051, and in the 4D
Nucleome data portal under ID code 4DNES9L4AK6Q.
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ADDITIONAL RESOURCES

Hi-C data, FISH signal positions, signal-to-signal distances, summary metrics, and selected
analyses via the 4D Nucleome data repository: https://data.4dnucleome.org/publications/
80007b23-7748-4492-9e49-c38400ache60/

KEY RESOURCES TABLE

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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HIGHLIGHTS
Genome organization is highly variable between individual cells.
Physical interaction between any two genome regions is a relatively rare event.

The structure of TADs is malleable and variable between individual cells.

The interactions of two alleles in the same nucleus are independent of each other.
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Figure 1: Spatial mapping of genome interactors.
A: Ideogram of loci used for spatial mapping. Orange bars: long-range sites. Blue bars: tiled

regions. B: FISH image HFFs stained for three loci on chromosome 1. Blue arrows: spots
separated by large distances. White arrow: all spots colocalized. Orange arrows: two of three
spots colocalized. C: FISH image of an HFF stained for three loci on chromosome 4. D:
Schematic diagram and Hi-C maps of “interactor” and “non-interactor”. E: 3D distance
distributions minimal distances between “interactor” (brown) and “non-interactor” (blue). F-
I: Distance distributions for distance-matched regions. 2D distances are used in panels H and
I. J: Cumulative distance distributions for all tested pairs. Dashed line: median (50% total
density). K-L: Coefficient of variation of spatial distance vs. Hi-C frequency or mean spatial
distance for all 125 pairs.
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Figure 2: Correlation between Hi-C, genomic distance, and colocalization.
A: 10 kb resolution Hi-C maps of 250x250 kb regions centered on four interactions with

variable Hi-C frequencies. These pairs are marked as 1-4 in subsequent scatter plots. B, C:
Scatter plot of percentage of spot pairs with measured 3D distance = 0 (B) or < 350nm (C)
vs. Hi-C frequency or shifted Hi-C frequency. D, E: Scatter plot of percentage of spot pairs
with measured 3D distance = 0 (D) or < 350nm (E) vs. genomic distance. F: Scatterplot of
enrichment of percent spots associating or Hi-C capture frequency vs. 1 Mb average for each
site pair vs. genomic distance. G: Scatterplot of values normalized by distance-based
predictions. Predicted values were generated based on a single power law model, and the

ratio between predicted and observed value was used.
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Figure 3: Modifiers of association frequencies.
A: Scatterplots of percentage of spot pairs within 350 nm vs. genomic distance. Line of best

fit indicated. B: Violin plots of percentage of spot pairs within 350 nm. C: Violin plots of
percentage of spot pairs within 350 nm by compartment. D: Scatterplot of percentage of spot
pairs within 350 nm vs. genomic distance. E: Scatterplot of association likelihood vs. Hi-C
score, normalized to a distance-based power law model.
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Figure 4: Enrichment of Intra-TAD interactions.
A-C: Hi-C plots showing regions tiled with location of probes marked (black bars) and

TADs color-coded. D: FISH image using 10 kb probes and positive control BAC. E: Hi-C
snapshots and distance distributions for distance matched interaction pairs between and
within TADs, as measured by BAC probes. F: As in E, but with 10 kb probes. Non-
significant p-value marked in red. G: Box plots showing distribution of percent spots within
150 or 350 nm. Boxes: BAC probes, points: 10 kb probes.
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Figure 5: Neighboring and nearby TADs associate at internal regions, not boundaries.
A: Diagram of four classes of interactions. B: Scatterplots of percentage of spot pairs within

350 nm (top panels) or 150 nm (bottom panels) vs. either genomic distance (left panels) or
Hi-C capture frequency (right panels). C: CDFs of 3D distances for boundary element
association and internal region association using 10 kb probes. Non-significant p-value in
red. D: Representative image of tight colocalization of BAC probe and two 10 kb probes. E:
Barplot of proportion of triplet clusters (colocalization of all three probes) vs. expected
numbers based on an assumption of statistical independence between pairwise interactions.
Triplet IDs in Table S3. F: CDFs of distance distributions for upstream 10kb probes,
classified based on distance from BAC to downstream 10kb probe. Downstream probe
farther than median: light blue. Downstream probe is closer than median: dark blue. Maps at
the right show location of probe pairs tested. Non-significant p-values in red. G: Scatterplots
showing lack of correlation between distance to upstream and downstream 10kb probes.
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Figure 6: Allelic independence of interactions.
A: Scatterplots of minimal distances of both alleles of an interaction pair on a per-cell basis

at the most correlated site pair, least correlated site pair, and most anti-correlated site pair. B:
Bar graph showing observed and expected proportion of cells with 0, 1, or 2 associations
within 350 nm between spots for a variety of selected site pairs. C: Scatterplots showing
correlation of distances between bait and two targets (upstream target and downstream
target) on a per-bait basis, for most correlated, most anti-correlated, and least correlated
triplets. D: Bar graph showing observed and expected proportion of bait spots with a triplet
association within 350 nm for selected triplets. E: Bar graph showing observed and expected
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proportion of cells with 0, 1, or 2 triplet associations for selected triplets. For all
comparisons, see Figure S6. Probe IDs for all panels in Table S3.
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REAGENT or RESOURCE | SOURCE

| IDENTIFIER

Antibodies

Bacterial and Virus Strains

Biological Samples |

Chemicals, Peptides, and Recombinant Proteins

Critical Commercial Assays

Deposited Data

HFF-hTERT dilution Hi-C This paper

4DN: 4DNES9L4AKEQ

HFF-hTERT clone 6 in-situ 4D Nucleome
Hi-C

4DN: 4ADNES2R6PUEK

Rao et al /n-situ Hi-C Rao et al., GSE74072
2013
Jin et al dilution Hi-C Jinetal., 2013 | GSE85977
FISH spot positions and This paper 4DN: https://data.4dnucleome.org/publications/80007b23-7748-4492-9e49-c38400ache60/
distances

Experimental Models: Cell Lines

HFF-hTERT cells 4D Nucleome

RRID: CVCL_VC40

Experimental Models: Organisms/Strains

Oligonucleotides

Recombinant DNA

BAC clones (See Table S1) CHORI See Table S1

Software and Algorithms

Bowtie2.2.8 Langmead and | http://bowtie-bio.sourceforge.net/bowtie2/index.shtml
Salzberg, 2012

Hiclib Imakaev etal., | https://bitbucket.org/mirnylab/hiclib
2012

Cooler Abdennur et http://doi.org/10.5281/zenodo.1039971
al, 2017

Lavaburst (domain calling Schwarzer et https://github.com/nvictus/lavaburst

algorithms) al, 2017

cWorld Lajoie et al., https://github.com/dekkerlab/cworld-dekker
2015

Other
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