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Abstract: Adaptive optics systems have been integrated in many imaging modalities in order 
to correct for aberrations that are introduced by samples and optical elements. Usually, the 
optical system has access to a guide star (i.e., a point-like structure that is smaller than the 
diffraction limit). This guide star can be used as a beacon for adaptive optics enhancement. In 
contrast, for spectroscopy and densely-labeled fluorescent samples, the signal is diffused 
throughout the entire beam path and is not confined to a well-defined point-like structure. 
Here, we show analytically and experimentally that, in these scenarios, adaptive optics 
systems are expected to yield significantly lower signal enhancement than when a guide star 
is available. We discuss adaptive optics’ performance degradation for different imaging 
modalities (e.g., confocal, multi-photon microscopy) and identify solutions to overcome low 
signal enhancements. 

© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction

Optical imaging modalities often suffer from degraded performances due to aberrations and 
refractive index mismatches within the optical path. This long-standing issue was first 
addressed by astronomers who developed and implemented Adaptive Optics (AO) systems in 
ground-based telescopes to measure and correct atmospheric aberrations and enable 
diffraction limited images of distant stars [1]. Following the success achieved by AO in 
astronomy, the same concept was applied to ocular imaging to enable aberration-free imaging 
of retinal photoreceptors [2–4]. In the past two decades AO techniques have been extensively 
applied to a variety of optical microscopy modalities such as wide field [5,6], confocal [7], 
multiphoton [8–10] and super-resolution [11–13]. 

Adaptive optics systems have improved the capabilities of optical microscopes to 
approach their optimal performances by improving image contrast and resolution as well as 
enhancing the signal-to-noise ratio (SNR). However, the extent to which AO can improve 
image quality is highly variable in the literature. Reported signal enhancements range from 
few percent to more than ten-fold [12,14–17]. The different performances can only partially 
be attributed to system parameters (e.g. finite spatial and temporal resolutions, photon noise, 
isoplanatism), especially because modern tools, such as phase modulators operating at a kHz 
rate with thousands of degrees of freedom and low noise cameras, can effectively address 
system-related aberrations. In this context, in fluorescence microscopy applications, the 
labeling density or the size of the “guide star” have been observed to strongly affect AO 
performances [18], but the mechanism of such dependence has not been described thus 
hindering the ability to implement effective improvements to AO protocols. 

Here we analyze the dependence of AO performances on labeling density both 
theoretically and experimentally in the context of confocal microscopy and demonstrate how 
it dramatically affects the ability of AO systems to enhance signal intensity. In practical 
scenarios, the degradation of AO performances is particularly relevant in microscopy when 
fluorescent labeling is diffused within the sample (i.e. fluorescent sea) and it is difficult to 
ensure the existence of a single fluorescence bead within the illumination path, or in 
spectroscopy measurements where the signal can arise from any location within the 
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illumination path. We show that, in the context of confocal microscopy and spectroscopy of 
diffused signals, epi-detection configurations do not properly estimate optical aberrations in 
the system and have little sensitivity to proper image quality metrics; as a result, AO 
protocols are destined to suboptimal results in these scenarios. To quantify this effect, we 
analytically model the degradation of AO signal enhancement in a ‘fluorescent sea’ scenario 
compared to a point-like guide star and experimentally verify the prediction described by our 
model. Using aberrating layers we characterize the challenge presented by diffused signals 
when AO procedures are applied. We further compare the situation of confocal microscopy 
with multi-photon microscopy and describe potential solutions for future improvements. 

2. Experimental configuration 

Image formation in fluorescent confocal microscopy is based on imaging a focal point within 
the sample onto a confocal plane where a pinhole is placed to reject out-of-focus light. 
Scanning such focal point within the sample and mapping the intensity measured behind the 
pinhole yields the image. The pinhole can be a mask, typically a circular aperture of fixed 
diameter; alternatively, a CCD camera can be placed in the confocal plane and the intensity 
from only pre-selected pixels is detected [19,20]. The most common configuration for 
confocal microscopy is in epi-detection where illumination and collection light utilize the 
same objective lens. Under these circumstances, the focal point generated through a sample is 
imaged back onto the confocal plane of the pinhole through the same light-path. In this 
situation, if the sample can be regarded as a ‘fluorescent sea’, when performing a confocal 
scanning, the intensity distribution at each point in the confocal plane does not reveal the 
intensity distribution of the corresponding point scanned within the sample but its 
autocorrelation [21]. This interesting phenomenon can be intuitively understood: when an 
infinitely small fluorescent bead is excited within the sample, the intensity revealed in the 
confocal plane is the convolution of the point spread function of the detection path with a 
delta function [Fig. 1(a)]; for identical illumination and detection paths, this yields the inverse 
of the illumination PSF. In contrast, when every point in the sample generates fluorescence 
[Fig. 1(b)], we do not have access to the intensity distribution of “a single point” of the 
sample; instead, in the confocal plane, the intensity distribution of “a single point” in the 
sample is the convolution of the detection path with the “single point” as created by the 
illumination path (i.e. the illumination PSF). Because the illumination path and detection path 
are identical but inverted optical systems, the final image on the confocal plane is a 
convolution of the intensity distribution on the sample with an inverse version of itself, which 
is the autocorrelation. This property has important consequences for signal enhancement 
within AO systems as we will see next. 
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Fig. 1. Schematics of a confocal configuration focused on a fluorescent bead (a) or on a 
fluorescent sea (b). The sample plane is back imaged onto the confocal plane generating either 
an inverse PSF (a) or the autocorrelation of the PSF (b). 

We demonstrated this important property experimentally with the setup in Fig. 2(a). We 
expanded a polarized Ar-Ion laser beam (Edmund optics, λ = 514nm) and reflected it off the 
surface of a spatial light modulator (SLM, Hamamatsu X10468). We imaged the plane of the 
SLM using a 4-f imaging system (L1, L2, f = 150mm) onto the back aperture of an objective 
lens (L3, 4X 0.1NA) and focused it onto a fluorescent sample (Rhodamine B solution, 
Sigma). The fluorescent focal point generated at the sample was imaged using two arms: one 
in transmission and one in epi-detection. In the transmission arm we collected the light using 
an identical objective lens as the one used for focusing (L4, 4X 0.1NA), and imaged the focal 
point onto a camera (camera 1) using a second lens (L5, f = 200mm) in an infinite conjugate 
imaging system. In the epi-detection arm we used the back-emitted light to image the focal 
point; in this arm, the collected light is reflected again off the SLM surface before being 
focused onto the camera (camera 2), hence, any aberration presented by the SLM will be 
sampled twice throughout the back-and-forth paths of light. In both arms we placed an 
emission filter to block the excitation laser from hitting the camera. The transmission arm of 
the setup in Fig. 2 can measure the true intensity distribution at the sample, as it directly 
captures the pattern before it is reimaged onto the confocal plane. The epi-detection arm of 
the setup in Fig. 2 features camera 2 where one would place a confocal pinhole to reject out-
of-focus light and thus allows us to study a confocal microscopy configuration and a 
‘fluorescent sea’ as a sample. 

To demonstrate the key feature of this configuration, i.e. the detection of the 
autocorrelation of the sample intensity distribution on the confocal plane, we used the SLM to 
shape the phase of the illumination light and generate a letter ‘M’ in the sample plane. We 
then recorded the intensity distribution in both cameras: in transmission (camera 1) we 
observed the well expected letter ‘M’ [Fig. 2(b)]; in the epi-detection arm (camera 2), as 
expected, we observed the autocorrelation of the ‘M’ pattern [Fig. 2(c)] as it is clear by 
comparing it with the computed autocorrelation image [Fig. 2(d)]. 
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Fig. 2. (a) Setup: The excitation beam (dark green) is reflected off the SLM surface and 
focused onto a ‘fluorescent sea’ sample. The emission light (bright green) is collected both is 
transmission (camera 1) and in reflection/epi-detection (camera 2). Only the reflected light is 
back imaged onto the SLM surface before being captured by the camera. (b) An artificial 
aberration of the letter ‘M’ generated by the SLM and captured in transmission by camera 1 
(scale bar = 60 µm). (c) The intensity distribution as captured in epi-detection by camera 2. (d) 
The computed autocorrelation of the letter ‘M’ presented in (b). 

We note that although the aberration in our setup was introduced at the back aperture of 
the objective lens (by conjugating it to the SLM plane), it is equivalent to a scenario where a 
single layered aberration is introduced between the objective lens and the focal plane. In both 
cases the intensity distribution at the focal plane will correspond to the power spectrum of the 
aberration phase map [22]. 

In the same way the intensity distribution on the sample focal plane is not faithfully 
reproduced in the confocal plane of epi-detection microscopes, any aberration introduced by 
the sample or optical system will not be probed properly when viewed through the epi-
detection path; indeed, it will be detected as an autocorrelation of its intensity distribution. To 
demonstrate this concept, we used the setup in Fig. 2, focused light into a single point on the 
fluorescent sample and introduced four primary aberrations (astigmatism, defocus, coma and 
spherical) through the SLM. Figure 3 shows the results of the aberrated intensity distributions 
as recorded by the transmission and epi-detection arms. Figure 3(a) shows the aberrations 
introduced by the SLM, Fig. 3(b) shows the resulting intensity distribution recorded through 
the transmission arm (camera 1), Fig. 3(c) shows the intensity distribution recorded using the 
epi-detection arm (camera 2). For comparison, the autocorrelations of the patterns of Fig. 3(b) 
were numerically computed and are presented in Fig. 3(d). 
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Fig. 3. (a) Four primary aberrations projected by the SLM. (b) The intensity distribution 
captured in transmission by camera 1 (scale bar = 10 µm). (c) The epi-detection intensity 
distribution recorded by camera 2. (d) The computed autocorrelation functions of the intensity 
distribution presented in (b). 

Figure 3 emphasizes the marked difference between the true illumination pattern 
generated within the sample (i.e. the transmitted pattern) and the pattern as measured in epi-
detection. If a pinhole were to be placed in the confocal plane (i.e. the location of camera 2), 
the detected light would not be a proper representation of the actual illumination pattern 
generated within the sample. Instead, the pinhole will sample the intensity at one location of 
the autocorrelation function, which is poorly sensitive to local intensity changes and therefore 
less affected by the AO procedure as we will later show and quantify. 

3. Results 

We set out to demonstrate how the epi-detection path on the confocal plane is not sensitive to 
the intensity variations in the sample plane and thus results in suboptimal AO enhancement. 
First, we show that using the epi-detection arm as feedback for AO procedure leads to faulty 
estimation of the aberration and decreases AO enhancement. To do so, within the setup, we 
introduced an aberration by spreading transparent glue on a microscope slide and inserting it 
between the objective lens (L3) and the fluorescent substrate thus causing a deformation of 
the focal point. We applied an iterative algorithm to correct for the induced aberration. The 
algorithm was designed to enhance a single point on the image by measuring the intensity 
response to the projection of each Zernike polynomial and its’ inverse from which the 
coefficient value was estimated [7,16]. We performed the AO correction twice, once using the 
maximal intensity of the image in the transmission path as a feedback (i.e. true feedback) and 
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a second time using the maximal intensity as measured in the epi-detection path as a feedback 
(i.e. the autocorrelation feedback). The transmission image feedback procedure can be 
considered equivalent to a procedure using a small point-like guide star, as it is a direct 
measure of the intensity distribution on the sample. The transmission image feedback yielded 
highly repeatable results for ten different trials: the coefficients of the calculated Zernike 
modes showed small variations [Fig. 4(a)], the average of all phase maps had a clear structure 
[Fig. 4(b)] and the procedure resulted in ~2-fold enhancement of the focal intensity [Figs. 4(c) 
and (d)]. Instead, using the epi-detection feedback, each repetition of the algorithm yielded a 
different set of Zernike coefficients, with large variations [Fig. 4(e)]. The average phase map 
obtained using the epi-detection arm appeared flat as the different iterative processes yielded 
uncorrelated phase maps [Fig. 4(f)] and a negligible increase in intensity was obtained [Figs. 
4(g) and (h)]. 

 

Fig. 4. (a) The Zernike coefficients obtained by the algorithm using the transmission arm 
(camera 1) as feedback. (b) The average phase map of the coefficients from (a). (c) The initial 
intensity distribution recorded by camera 1 through the glue aberration (scale bar = 15 µm). (d) 
The final intensity distribution recorded by camera 1 after projecting the phase map shown in 
(b). (e) The Zernike coefficients obtained by the algorithm using the epi-detection arm (camera 
2) as feedback. (f) The average phase map of the coefficients from (e). (g) The initial intensity 
distribution recorded by camera 2 through the glue aberration (scale bar = 15 µm). (h) The 
final intensity distribution recorded by camera 2 after projecting the phase map shown in (f). 

Considering the results presented in Fig. 4 one might come to an immediate conclusion 
that as long as a guide-star is used throughout the optimization process, the 
spectroscopic/diffused-fluorescence measurement can efficiently benefit from the AO 
correction. However, in the next section we caution against such a general conclusion and we 
show that even when a significant enhancement is obtained at the sample plane (for example 
using true transmitted intensity as feedback or using a truly point-like guide star), such 
enhancement is not necessarily captured by the epi-detection arm. 

To do so, we introduced again an aberration by spreading transparent glue on a 
microscope slide and inserting it between the objective lens (L3) and the fluorescent substrate 
to obtain a deformed focal point [Fig. 5(a)]. Then we applied the same iterative algorithm as 
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before to correct for the induced aberration using the maximal intensity of the image in the 
transmission path as feedback. The procedure resulted in ~2-fold enhancement of the focal 
intensity and ~ 9 %  of the total energy was contained within the FWHM of the focal point 
[Figs. 5(b) and 5(c)]. We then recorded the intensity distribution of the epi-detection arm 
before and after the enhancement process [Figs. 5(d) and 5(e) respectively]. On the epi-
detection arm only ~ 20 %  enhancement was observed [Fig. 5(f)], i.e. a “point-like guide-
star” enhancement at the sample plane would have yielded 5-fold greater enhancement than 
the one indicated by the epi-detection image at the confocal plane. Yet, if the AO correction 
procedure produces a nearly perfect correction, the enhancement at the confocal plane will 
approach the true enhancement at the sample plane. To show such behavior we repeated the 
experiment with a milder glue aberration to enable a better AO correction. As before, the 
optimization process was performed using the transmission arm as feedback, which in this 
case yielded a sharp focal point as seen from Figs. 5(g) and 5(h). Due to the tight confinement 
of the focal point which contained ~ 25 %  of the total energy within the FWHM, also on the 
epi-detection arm a similar result (with a slight broadening as expected from the 
autocorrelation properties [23]) was obtained [Figs. 5(j) and 5(k)]. Comparing the line plots 
of the transmission arm [Fig. 5(i)] and the epi-detection arm [Fig. 5(l)] it is evident that for 
this aberration the signal enhancement observed by the two arms is not significantly different. 
The reason why AO correction performed using the true enhancement (or, equivalently, a 
guide-star) will sometimes translate into a negligible enhancement at the epi-detection arm 
while in other scenarios yield a significant improvement will be discussed and quantified in 
the following section. 
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Fig. 5. (a, g) Intensity distributions recorded in transmission (camera 1) through two different 
glue aberrations (scale bar = 12 µm). (b, h) The intensity distributions in transmission after 
performing the AO optimization using the transmission arm as a feedback. The insets show the 
final phase map projected by the SLM. (c, i) Line plots comparing the peaks of the intensity 
distributions without (blue) and with (red) AO correction. (d, j) Intensity distributions recorded 
in epi-detection (camera 2) through the glue aberrations. (e, k) Intensity distributions in epi-
detection after performing the same AO optimization as in (b) and (h) respectively, i.e. the 
same phase maps as shown in the insets of (b, h) were applied here. (f, l) Line plots comparing 
the peaks of the intensity distributions without (blue) and with (red) AO correction. 

4. Analytical model 

To understand the phenomenon in depth, we built a model using the experimental scenario of 
Fig. 5, i.e. we compared the true intensity enhancement achieved on the sample plane 
(obtained either using the transmission arm feedback or using a point guide star) with the one 
observed by the epi-detection arm. 
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The aberration introduced by the sample enlarges the diffraction limited spot and spreads 
its intensity totI  onto a larger area; here, we denote this area to be N times larger than the 

diffracted limited spot and for simplicity we treat it as discrete, i.e. the intensity is equally 
spread onto N diffraction limited points of intensity /  totI I N= . Suppose one is able to 

achieve an enhancement of the central point through an AO procedure by a factor of ‘k’, i.e. 
the intensity at that given point is: centerI k I= ⋅ . As the total energy does not change, all other 

points will have a reduced intensity of: 

other points

1
1

1

kI I
N

− = ⋅ − − 
(1)

However, as previously demonstrated, the epi-detection microscope is not sampling the actual 
intensity at the sample plane, but its autocorrelation. Let’s then compare the autocorrelation 
intensity before and after enhancement. Before the AO procedure, the central autocorrelation 
point had intensity: 

2 2( , )I x y N I= ⋅ (2)

After the AO procedure, from Eq. (1) we can derive the intensity of the central 
autocorrelation point to be: 

2

2 2 2 2
center other points

1
( , ) ( 1) ( ) ( 1) 1

1

kI x y I N I k I N I
N

 −  = + − ⋅ = ⋅ + − ⋅ ⋅ −  −  
  (3) 

As a result, the enhancement following the AO procedure is obtained by dividing Eqs. (3) and 
(2): 

2
2 1

( 1) 1
1

EPI

kk N
NEnhancement

N

− + − ⋅ − − = (4)

In the ideal scenario where the AO procedure can refocus all energy back into a single point, 
i.e. k N= , the autocorrelation is enhanced by k times, exactly reporting the same
enhancement of the sample plane. For k N  the enhancement in epi-detection (i.e. 
Equation (4)) reduces to 1 meaning that the AO enhancement is negligible in the 
autocorrelation plane. Equation (4) can be applied to the reported results of Fig. 5; the focal 
point shown in Fig. 5(b) is estimated to be ~100 pixels at FWHM, while the aberration prior 
to the enhancement [Fig. 5(a)] is estimated to be ~10 times larger. Hence, by substituting 

2,  10k N= =  into Eq. (4), the enhancement is 21% in agreement with our experimental 
results. 

The prediction given by our model is that for a given AO procedure (i.e. same k), larger 
aberrations/illumination (i.e. larger values of N) will yield smaller signal enhancement in the 
epi-detection arm significantly deviating from the true enhancement that one would obtain at 
the sample plane if accurate feedback were to be used. To verify this prediction, we generated 
an illumination pattern containing 9 discrete points [Fig. 6(a)] and, using the SLM, we 
enhanced the central point by a factor of ~6.5 [Fig. 6(b)]. On the epi-detection arm we 
observed a ~3-fold enhancement [Figs. 6(c) and 6(d)], i.e. approximately half of the 
enhancement value at the sample. Next, we generated a much wider pattern containing 193 
points [Fig. 6(e)] and enhanced the central point by a similar factor of ~6.5 [Fig. 6(f)]. As we 
expected, on the epi-detection arm in this scenario we observed only ~1.16-fold enhancement 
[Figs. 6(g) and 6(h)]. To quantitatively verify the predictions of our model, we then used a 
series of such patterns with different areas and for each pattern we enhanced a single point 
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samples and spectroscopic measurements are expected to yield lower improvements of image 
quality when AO procedures are applied. 

In the context of two photon microscopy, Ji et al [18] have reported a similar trend where 
increase in the size of guide star leads to a decrease of signal enhancement via AO. This 
observation is probably dominated by a different phenomenon as the illumination and 
detection paths are distinct in multiphoton setups. In two photon microscopy a thick and 
densely labeled sample should provide the same amount of light emission regardless of the 
focal quality; in fact, while tightly focused beams provide high photon flux within the 
illuminated voxel, increasing the illumination area compensates the intensity loss at the focus 
by increasing the volume from which the signal can originate [26]. Hence, with highly dense 
samples, a poor AO enhancement is expected because focal confinement does not affect the 
signal intensity. The signal from higher order non-linearity processes such as three photon 
emission is better suited for densely labeled samples [27]. 

To overcome the problem arising from the identical illumination and detection light paths 
in a double-pass configuration, Artal et al. had suggested to make the illumination path 
smaller and under-fill the objective lens [28]. In this configuration, light is aberrated by the 
sample only once, which enables the correct phase map measurement. However, in context of 
confocal microscopy, this solution may not be viable because the confocal modality relies on 
the tight focusing of the illuminating beam. Different approaches can potentially provide a 
better framework for enhancement in this case. For example, coherence gating allows to 
collect light from a confined region within the sample, which can mimic the existence of a 
guide star and avoid the ‘fluorescent sea’ scenario [29]. Similarly, a wave front sensor can be 
placed after the confocal pinhole, which rejects light from surrounding regions [30]. These 
solutions were shown to enable a better estimation of the aberrations measured from a 
reflecting surface and can be also applied in the context of fluorescent sea, yet they are 
difficult to implement and require delicate alignment and careful choice of specifications such 
as broadened emission or confocal pinhole adjustment. Computational approaches to handle 
the complexity provided by the autocorrelation outcome in the image plane such as phase-
retrieval algorithms [31] or minimizing the area of the autocorrelation intensity distribution as 
recently suggested by Stern et al. [32] can also provide a way to enable correct estimations of 
the phase aberrations. Yet, the convergence of such algorithms still imposes a severe 
limitation on the complexity of the aberrations which can be handled. 

A viable approach to overcome the problem we have described here is to work in a dual-
axis configuration so that the detection arm samples light only from a small region within the 
illuminated sample [33]. The concept of a dual-axis configuration is that the illumination and 
detection paths cross each other only within a small region, hence, only light emitted from 
that region will contribute to the enhancement process. The small overlapping region of the 
detection and illumination paths can be understood as a “geometrical bead”, i.e. in the 
absence of a physical bead which can serve as a well confined emitting guide-star, the 
overlapping region effectively confines the relevant emission to a small volume in a 
geometrical manner. Such a configuration was shown to enable significant AO enhancement 
in confocal Brillouin spectroscopy, which represents an extreme ‘fluorescent sea’ scenario 
[16]. 
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