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Abstract

The human brain is extraordinarily complex, composed of billions of neurons and trillions of 

synaptic connections. Neurons are organized into circuit assemblies that are modulated by specific 

interneurons and non-neuronal cells, such as glia and astrocytes. Data on human genome 

sequences predicts that each of these cells in the human brain has the potential of expressing 

~20000 protein coding genes and tens of thousands of noncoding RNAs. A major challenge in 

neuroscience is to determine (1) how individual neurons and circuitry utilize this potential during 

development and maturation of the nervous system, and for higher brain functions such as 

cognition, and (2) how this potential is altered in neurological and psychiatric disorders. In this 

review, we will discuss how recent advances in next generation sequencing, proteomics and 

bioinformatics have transformed our understanding of gene expression and the functions of neural 

circuitry, memory storage, and disorders of cognition.

Introduction

The human brain, the seat of cognition and intelligence, has about 100 billion neurons, and 

almost an equal number of non-neuronal cells such as glia. Specialized intercellular 

junctions called “synapses” mediate communication between neurons. Specific neurons are 

assembled into circuits, each having intricate electrical and chemical signaling properties1–4 

to carry out specialized functions, such as memory and cognition. Despite a century of 

multifaceted research in identifying the complex processes underlying the working of the 

brain, it remains one of the most challenging problems in modern biology and medicine.

We are how our brains are wired and modified

The mammalian brain is organized into distinct anatomical regions, each consisting of 

specialized neuronal circuits. The substructures within the brain that are organized into 

anatomical and functional modules form the basis of higher brain functions, such as vision, 

hearing, memory and cognition. These modules are connected structurally, by means of 

physical connections such as synaptic links or fiber pathways. Functional connectivity 

describes patterns of dynamic interactions. Abnormalities or disorders that affect 

communication within neural circuits or brain regions could lead to changes in personality 

and intellectual abilities, as seen in a condition called synesthesia, where stimulation of one 

modality evokes sensations in a completely unrelated modality. The most common form of 

synesthesia is the perception of specific colors in response to specific auditory tones. Neural 

correlates that underlie such experience involve an excess of neural connections between 

associated modalities.5,6 Another example is the personality changes described in two 
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patients, Henry Molaison (H.M.) and Clive Wearing. Patient H.M., who had his 

hippocampus, parahippocampal gyrus, and amygdala removed to treat epilepsy, retained the 

ability to remember the past, but could not make any new memories due to anterograde 

amnesia. Clive Wearing, a British musician, suffered from both anterograde and retrograde 

amnesia, lacked the ability to form new memories, and lost some aspects of his old 

memories. In both of these patients, the hippocampus, a subregion in the brain that is 

responsible for converting short-term to long-term memory, was affected.

Understanding human brain function using simple animal models

For over a century, animal models have served as an excellent system to study various 

neuroanatomical structures, connectivity, and function. These models provide different 

advantages, such as organizational simplicity of the nervous system, simple circuits and 

larger neurons (e.g., Marine sea slug Aplysia), faster genetic analysis of circuits and 

behavior (e.g., Drosophila, C. elegans), and a similarity in anatomy and higher brain 

functions (e.g., mice, rat, monkeys). It is staggering that the nervous system of the 

roundworm C. elegans, which contains only 302 neurons,7 shares significant similarities to 

the highly complex mammalian nervous system, which is composed of billions of neurons, 

in many basic structural and electrochemical properties. These models have helped with the 

identification of conserved mechanisms underlying nervous system functions, and several 

studies have demonstrated that signaling pathways that are conserved are critical for 

memory.8–12

Studies of brain functions using different animal models raise several questions: does the 

progression in evolutionary complexity translate to structural and functional complexity? 

What are the neural correlates of higher brain functions? How does experience modify the 

nervous system? What maintains the complex organization of the brain? With the help of 

modern molecular, biochemical, imaging, and electrophysiological toolkits, we are 

beginning to address these questions in detail.

Gene expression and neuronal function: a symphony orchestra

Ever since the discovery of the laws of inheritance (Mendel’s laws), there has been a race to 

identify genes that underlie specific phenotype and behavior. Information on how function is 

encoded in the specific nucleotide sequences of DNA corresponding to the gene and changes 

in the sequence (mutations) could alter the function of genes, with some changes even 

causing lethality. The most recent Encyclopedia of DNA Elements (ENCODE) project on 

the human genome, GENCODE 7 report ~20 000 protein coding genes, ~22 000 non-coding 

RNA genes, and ~13 000 pseudogenes depicting the complexity of the human transcriptome.
13 According to the central dogma of gene function proposed by Francis Crick (1958), the 

sequence information in genes (DNA) is copied into RNAs, which are then translated to 

proteins that mediate specific biological functions. The increase in complexity from genome 

to proteome is further facilitated by transcriptional regulation and protein post-translational 

modifications (PTMs).14 Therefore, the functional analysis of proteins and their post-

translational modifications are also important for the understanding of cellular and 

molecular functions, and in many cases, provide significant insight into cellular processes 

associated with diseases.
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Detailed analysis of gene expression using in situ hybridization of several genes on the 

mouse brain (http://www.alleninstitute.org/) has revealed at least three layers of complexity 

in gene expression (Fig. 1). First, mRNA levels of specific genes expressed in different 

regions of the brain differentially change during development. This developmental and 

region-specific regulation of gene expression suggests critical function for dynamic changes 

in mRNA levels during the development and maturation of the nervous system. The second 

layer of complexity arises from the number of neurons and non-neuronal cells (Fig. 2A) and 

trillions of synaptic connections in the brain. Third, neurons are also featured by another 

layer of complexity, namely, cellular asymmetry (Fig. 2B). Neurons are highly polarized 

cells and gene products are not evenly distributed. Neuronal compartments such as soma, 

axon, dendrites and synapses contain a unique composition of RNAs and proteins and 

therefore have specific signaling networks. Molecular motors, such as kinesins, facilitate the 

establishment of this asymmetry in neurons by transporting proteins and RNAs to distal 

neuronal processes.15–17 Recent studies have shown that modulation of local protein 

synthesis in specific neuronal domains, such as synapses and neuronal dendrites, plays a 

crucial role in the production of long-term, activity-dependent changes in neuronal structure 

and functional efficacy.18–20

Like a symphony orchestra the composition of transcriptome (all expressed coding and 

noncoding RNAs) of a neuron undergoes dynamic changes in response to developmental and 

external environmental cues. Specific changes in gene expression are a critical component in 

storing long-term memories.17,21–23 Expression of certain RNAs is briefly upregulated or 

downregulated at different times during learning and memory storage. These RNAs are 

differentially localized and translated at different times. For example, translation of CPE 

containing RNAs at the synapse is critical during persistence of long-term memory storage 

in the sensory-motor neuron synapses of Aplysia.24 This temporal activation in translation is 

mediated by an RNA binding protein, CPEB, that has prion-like properties.25,26 These 

studies demonstrate spatial and temporal regulation of transcription and translation in 

specific neurons during the storage of long-term memories.

Recent advances in sequencing methodologies have further expanded the central dogma of 

life by providing new insights into the RNA world. For example, FANTOM (The Functional 

Annotation of the Transcriptome of Mammalian Genome) projects have reported the 

intrinsic complexity of transcriptomes at several levels, including non-coding RNAs, 

antisense transcription, splicing, and polyadenylation.27–29 Scores of studies suggest that 

non-coding RNAs (RNAs which do not code for a protein and play a crucial role in 

transcriptional30 and translational regulation,31,32 epigenetic signaling33) and their altered 

function could very well be a key factor leading to neurological disorders.34,35 Trans-acting 

non-coding RNAs such as micro RNAs (miRNA), antisense RNAs, and long non-coding 

RNAs (lncRNA) play a key role in gene expression via chromatin remodeling, the RNA–

DNA, RNA–RNA, and RNA–protein interactions. Piwi-interacting RNAs (piRNAs) are 

another class of small RNAs initially found functioning in the silencing of transposons, 

primarily in the germline.36 Recent studies have shown the significance of piRNAs in the 

CNS such as in dendritic spine shape regulation37 and in epigenetic regulation events such 

as DNA methylation22 and histone modification.38
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The immense complexity of protein networks in the mammalian brain presents another 

significant challenge. Recent advances in proteomics offer a set of key technologies that are 

being used to identify proteins and map their interactions in a cellular context that provide 

significant potential not only for gaining a better understanding of brain function and 

dysfunction, but also for achieving more effective treatments for neurological disorders, such 

as Alzheimer’s and Parkinson’s disease, which are becoming increasingly prevalent. 

Coupled with the advancements in genome sequencing, the scope of neuroproteomics has 

shifted from protein identification and characterization to include protein structure, function, 

and protein–protein interactions. The additional complexity and diversity in protein function 

that arises from dynamic PTMs of proteins in the adult brain are well recognized as markers 

of activity-dependent processes for complex brain functions, such as learning and memory.
39,40 Multiple PTMs such as acetylation, phosphorylation, methylation, and ubiquitination 

occur in neurons, and these modifications result in the specific modulation of the transport 

and localization of proteins, chromatin remodeling, and gene expression.39,41–43

Thus, to understand brain functions and neuropsychiatric disorders, we need to solve the 

complexities of the brain that we discussed above, such as organization of circuits consisting 

of neurons, interneurons, and non neuronal cells, molecular asymmetry of neurons, 

expression of coding and noncoding RNAs, proteins, and protein modifications. This 

multifaceted problem requires a highly interdisciplinary approach consisting of genetics, 

molecular biology, biochemistry, cell biology, mathematics, bioinformatics, and 

electrophysiology. In the following section, we survey the tools currently available for the 

large-scale analysis of gene and protein expression and their potential shortcomings.

Why genomics and proteomics?

With the vast potential of human genome to express thousands of RNAs and proteins, 

traditional approaches to study function by focusing on a single gene is time-consuming and 

often limiting in scope. Often a critical change in gene function that causes a change in 

physiology and behavior of a neuron can be the result of changes in the expression levels of 

the RNA and/or protein product of the gene or changes in the activity through specific post-

translational modifications. Hence to obtain information of the key changes in gene function 

that underlie the brain’s responses to external stimuli or neuropsychiatric disorders to 

accelerate drug discovery, it is highly recommended to study changes in all of the RNAs 

(transcriptome), proteins (proteome), and changes in DNA and histones (epigenome). These 

large-scale studies will unravel the complex regulation and relationships of signaling 

pathways and identify key molecular players.

Studying gene function: not one gene at a time, but all genes: functional genomics

The majority of the regulatory checkpoints of gene expression occur at the transcriptional 

level, which includes a myriad of complex and dynamic interactions between chromatin, 

DNA, RNA, and proteins. The genome-wide information of these interactions, such as 

transcription factor binding to promoters and modifications of the histones and non-coding 

RNA mediated gene regulation, are key to deciphering the inherent logic of transcriptional 

regulation. Over the last two decades, several approaches and methods were used to profile 

gene expression in the nervous system to understand basic neurological functions and 
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neurological disorders. Often the studies involve high-throughput screening, followed by 

quantification methods such as quantitative polymerase chain reaction (qPCR) and in situ 
hybridization (ISH) for cross validation.

Total RNA quality has a definite influence on the validity and reliability of genomic 

analyses. Guanidine–phenol based solutions and commercially available kits generally carry 

out purification of total RNA from brain tissues or neurons. The microRNA purification is 

carried out carefully due to their smaller size, compared to other RNAs. A major hurdle 

reported in gene expression studies is the impairing effect of ongoing RNA degradation, 

which has often prevented snap freezing of the tissues, or storing tissues in reagents such as 

Trizol and RNAlater, which rapidly permeates tissues to stabilize and protect cellular RNA. 

Once RNA is precipitated, immediate preparation of cDNA in a standard reverse 

transcription reaction is usually advised to avoid any further RNA degradation. Storing RNA 

in an NH4OAc–ethanol precipitation mixture at −80 °C and aliquoting RNA solutions into 

several tubes prevents damage to the RNA from successive freeze–thaw events and reduces 

RNase contamination. Below we discuss different approaches to simultaneously characterize 

expression of large number of genes.

Sequence based methods

Some of the early methods relied on gene expressions such as differential display, which 

involves systematic amplification of the 3′ terminal ends of mRNAs using specific primers 

designed to bind to the 5′ boundary of the poly-A tails for the reverse transcription, 

followed by PCR amplification using upstream random primers. Resolution of PCR 

amplified fragments on denaturing polyacrylamide electrophoresis allows direct side-by-side 

comparison of most of the mRNAs between the brain specimens in different tissues and 

under disease conditions.44–46 Differential display PCR and other techniques such as 

representational difference analysis (RDA) allow the identification of some of the 

differences between two tissues or cells in two states of gene expression, but do not allow for 

quantitative monitoring of gene expression.

In sequence-based approaches for studying gene functions, such as large-scale cDNA 

sequencing, expressed genes are characterized by generating “expressed sequence tags” 

(ESTs) through partial DNA sequencing,47–49 which are especially useful in identifying new 

genes. Another conceptually different method that uses sequencing of cDNA fragments is 

the Serial Analysis of Gene Expression (SAGE),50 where restriction enzymes are used to 

obtain short sequence fragments (tags) of 14–17 bp, usually derived from the 3′ end of a 

mRNA; the tags are concatenated and sequenced to determine the expression profiles of 

their corresponding mRNAs. Analysis of SAGE tags provides a qualitative and quantitative 

assessment of potentially every transcript in a cell as a function of different conditions and 

does not require prior knowledge of the genes to be assayed. Hence, this is a powerful 

functional genomics technique that allows global profiling of transcript abundance.

SAGE has been widely used in neuroscience, either to generate global gene expression 

profile of specific neuronal regions, as in the case of a study that analyzed ~30,000 unique 

mRNA transcripts in the rat hippocampus,51 or in the case of comparative analysis of gene 

expression in normal and disease mammalian brain cells.52,53 Major disadvantages of SAGE 
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are the cost of sequencing and the biases introduced by the necessary cloning step. Another 

similar technique used to generate ESTs is the massively parallel signature sequencing 

(MPSS),54 and is particularly useful for a quantitative view of the transcripts that are 

produced in cells. Similar to cDNA sequencing and SAGE, MPSS also has the advantage of 

sequence information, which does not need to be known in advance, but is relatively 

expensive and laborious.

Microarray in brain research

High throughput and maximum coverage of the transcriptome are often desired while 

screening for dynamic changes in gene expression. Microarray technology offers an 

extremely powerful and robust approach to large-scale gene expression profiling in complex 

neuronal systems.55 Availability of gene annotation databases, advanced robotic technology, 

and inexpensive computing resources facilitate the wide use of DNA microarrays or DNA 

chips, where well-designed probes are used to determine complementary binding, allowing 

for massively parallel gene expression and gene discovery studies.

A variety of microarray-based platforms and techniques were developed in recent years.56 

Briefly, there are two types of DNA microarrays in terms of the property of arrayed DNA 

sequence with known identity. In cDNA microarrays, a probe cDNA (500–5000 bases long) 

is hybridized to the complementary DNA.57 Expression profiling experiments using cDNA 

microarrays the expression levels of thousands of genes and are simultaneously monitored to 

study the mediators of cellular functions, developmental stages of effects of chemical 

treatments, and alteration in gene expression due to disease.58–63 Numerous studies of 

neuropsychiatric diseases such as Alzheimer’s disease, Parkinson’s disease, and 

schizophrenia have produced promising results using these techniques.64–66

In oligonucleotide microarrays, oligonucleotides (20–80-mer oligos) or peptide nucleic acid 

(PNA) probes are used for hybridization.67 Several oligonucleotide arrays representing part 

or most of the genes in the human genome were used to survey gene expression in key 

neurological functions, such as gene expression changes affecting signal transduction 

pathways associated with memory and learning,68 and were also found in the studies of a 

wide range of human developmental neurodegenerative diseases.69 Most microarrays 

contain probes for 10,000–40,000 different genes, allowing simultaneous assessment of 

changes in expression of nearly all the genes in the genome. Several recent microarray 

studies were employed in the gene-expression studies of the nervous system in different 

animal species, ranging from Drosophila to humans. Genome-wide DNA microarray 

analysis in Drosophila has been used to study the altered gene expression in learning and 

memory mutants70 and the role of epigenetic modifications on learning and memory,71 as 

well as to establish the gene expression dynamics during prolonged wakefulness and sleep in 

Drosophila.72

Microarray analyses have provided a wealth of information regarding CNS tumors, and 

complex behavioral phenomena or neurologic systems, such as learning and memory, sleep 

and neurological disorders. A description of the transcriptional profiles of each neuron 

would yield enormous information about the molecular mechanisms that define 

morphological or functional characteristics and offer a deep understanding of the difference 
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between the transcriptional profiles of two functionally different neurons.73 Successful 

applications of microarray technology, used to acquire global gene expression patterns in the 

whole brain or specific tissue or neuron, offer a robust and unbiased approach to characterize 

functional identity of neurons and the interactive relationship between them. Our 

understanding of human brain development is hindered by a lack of comprehensive data on 

the developing brain transcriptome. In the study by Johnson et al., exon-level expression 

analysis of 13 regions from the left and right sides of the mid-fetal human brain revealed that 

76% of genes are expressed, and 44% of these are differentially regulated.74 The study 

provided significant coverage of the transcriptome by capturing a large number of specific 

gene expression and alternative splicing patterns associated with distinct regions and 

neurodevelopmental processes. Sugino et al. carried out microarray analysis of 12 

populations of neurons in the adult mouse forebrain and constructed a molecular taxonomic 

tree using the expression profiles that reflected major relationships between these 

populations, thereby advancing our understanding of neuronal identity as defined by gene 

expression.75

There are several potential limitations to array-based methods of gene expression profiling. 

Amidst all of the information it can provide, microarray experiments are time-consuming 

and expensive, and they generate large and complicated data sets that require substantial 

effort to analyze and validate. Some of the disadvantages of microarray analysis start with 

the complexity of the brain itself, with the heterogeneous cell composition, lack of defined 

boundary between the target anatomical divisions, and the small size of functional regions 

and cell bodies. However, in the case of the gene expression analysis studies that compare 

two distinct brain regions, microarray technology provides a global approach that takes a 

closer look at gene expressions. Microarrays require a predefined set of sequences and 

provide relative, rather than absolute, quantification of a transcript. In addition, due to the 

sequence-specific probe hybridization, they are vulnerable to false positives due to probe 

cross-reactivity. Another direct limitation is the difficulty in detecting low abundance 

transcripts due to limiting amounts of RNA samples. A major concern for microarray-based 

gene expression profiling is data analysis. The potential to identify a false positive is fairly 

high in array analysis, given the fact that thousands of genes are analyzed simultaneously. 

Stringent statistical analysis, array background and background hybridization 

considerations, and a significant fold difference (>1.5) in mean expression and further 

experimental validation with qPCR, are usually performed to acquire data sets. For example, 

current cDNA microarray analyses have typically identified genes that show several-fold 

regulation (>1.5 up- or down-regulation), although in principle microarray studies can 

identify genes showing small changes in transcript levels, given adequate numbers of 

redundant measurements.

Next generation sequencing (NGS)

More recently, direct sequencing of transcripts by high-throughput sequencing technologies 

(RNA-Seq), also known as “next generation” or “deep” sequencing, has become a widely 

used alternative to microarrays. Similar to the SAGE and MPPS techniques discussed above, 

RNA-Seq does not depend on genome annotation for prior probe selection and thus 

potentially avoids biases introduced during hybridization of microarrays. Typically, RNA-
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Seq is used to acquire a complete set of information on the RNA expression levels in a 

specific cell/tissue sample where a population of RNA is converted to a library of cDNA 

fragments with adaptors attached to one or both ends, followed by high-throughput 

sequencing to obtain short sequences that usually read 30–400 bp, representing the RNA 

from one end or both ends.76 The reads are either aligned to a reference genome or reference 

transcripts, or assembled de novo without the genomic sequence to produce a genome-scale 

transcription map that consists of both the transcriptional map and the quantitative 

expression details of each transcript. Some commonly used RNA-Seq systems are Illumina 

IG,77,78 Applied Biosystems SOLiD,79 Roche 454 Life Science systems,80,81 and The 

Helicos Biosciences tSMS system.82–84 The enormous potential of RNA-Seq is essential in 

the applications to study the transcriptome status of the brain in different levels. A recent 

study showed transcriptomic analysis for distinct regions of the Alzheimer’s disease (AD) 

brain using RNA-Seq next-generation sequencing technology.85 The study utilized Illumina 

RNA-Seq analysis to examine gene expression levels, splicing isoforms, and alternative 

transcript start sites from the total brain, frontal, and temporal lobe of healthy and AD post-

mortem tissue, and found a significant representation of genes associated with neuronal 

cytological structure and synapse function. The study also found that apolipoprotein E gene 

isoforms APOE-001, −002, and −005 are regulated by different promoters in normal and AD 

brain tissue.85

In another study, researchers employed RNA-Seq to identify the differences in transcriptome 

organization between the autistic and normal brain using gene co-expression network 

analysis.85 The study found evidence to support the involvement of the neuronal specific 

splicing factor A2BP1 and other known susceptibility genes in autism using a published 

autism genome-wide association study (GWAS) data set. Recently researchers have become 

enthusiastic about the non-protein coding transcripts, which play a significant role in key 

cellular functions. With 98% of the genome not coding for protein-coding RNAs, it is a key 

and essential part of the transcriptome analysis to include the repertoire of non-coding RNAs 

to map the global transcriptome map of a cell/tissue. RNA-Seq has been employed to survey 

the difference between protein coding and non-coding RNAs in the human brain and 10 

mixed cell lines86 demonstrating the complexity of human transcriptome, at both the gene 

level and isoform level, based on two RNA-Seq datasets generated between human brain 

tissues and mixed cell lines. RNA-Seq serves as a highly versatile and in-depth molecular 

profiling approach to studies that address a highly unique and specific biological process 

such as neurogenesis. One such example is the RNA-Seq analysis of differentiating human 

neurons derived from induced pluripotent stem cells (iPSCs). iPSCs offer an excellent 

system to evaluate abnormalities in neurogenesis at the cellular level.87 The first step of the 

study used control human neurons that showed significant changes in the expression of 

coding genes, long non-coding RNAs (lncRNAs), pseudogenes, and splice isoforms during 

the transition from pluripotent stem cells to early differentiating neurons. A very interesting 

finding of the study is the significant changes in expression of a number of novel lncRNAs, 

such as HOTAIRM1 and the genes for schizophrenia (SZ), bipolar disorder (BD), and 

autism spectrum disorders (ASD) that function as transcription factors and chromatin 

modifiers.
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Whole transcriptome sequencing (RNA-Seq) offers a highly efficient, next-generation DNA 

sequencing method with superior dynamic range and extent of transcript detection. RNA-

Seq is not only highly suited to investigations of the genomically complex human brain 

tissue, but it can potentially offer a major technological advance toward understanding 

neurological disease pathogenesis and identifying specific signaling networks and evolution. 

A recent study along that line is the analysis of human-specific transcriptional networks in 

the forebrain compared to the chimpanzee brain, which identifies human-specific gene co-

expression networks, with the inclusion of Rhesus Macaque as an out-group using Illumina 

and Affymetrix microarray and Next Generation Sequencing (NGS).88 The study finds that 

gene co-expression has rapidly evolved in the neocortex of the human brain, and the genes 

with changing patterns of connectivity are important for neuronal process formation. 

Advanced NGS systems, such as the Ion Torrent PGM™, are much faster, offering single-

day workflow and accelerated sequencing tools without the need to pool hundreds of 

samples. Another system is the PacBio RS, which resolves single molecules in real time 

without signal amplification, and allows for the observation of structural and cell type 

variation such as methylation, and provides extremely long reads (up to 12 kb), unbiased 

sequences, and quick results in less than a day.

RNA-Seq has several advantages, such as reproducibility and lower noise than microarray 

data.89 If approaching the transcriptome profiling in a comprehensive manner, RNA-Seq is 

the method of choice, as it allows the discovery of new and non-coding genes, and provides 

insight to alternative splicing.77,89,90 RNA-Seq makes it feasible to globally map transcribed 

regions and quantitatively analyze transcripts at a high level of sensitivity and accuracy. 

However, the RNA-Seq platform has some major hurdles while analyzing complex 

transcriptomes of neural tissues. Though RNA-Seq is quick, sensitive, and genome-wide, 

when applied to homogenized tissues, it discards spatial information. Technical limitations 

of RNA-Seq include the expense and the sheer volume of data generated by the approach 

that require time-consuming, in-depth, and detailed analysis. Therefore, the combination of 

high-throughput approaches such as RNA-Seq with techniques that can capture the gene 

expression in neurons simultaneously determining their identity and location should be 

applied to obtain spatially resolved gene expression on a genome-wide scale. One such 

method that has been found as a very useful and widely used technique for the study of gene 

expression in the brain is in situ hybridization (ISH).

ISH, also referred to as hybridization histochemistry, was introduced in 1969.91,92 In ISH, 

anatomically preserved tissue sections are treated with a reporter tag labeled “nucleic acid 

probe,” designed to specifically hybridize to its target mRNAs, enabling direct visualization 

of the spatio-temporal gene expression patterns of gene(s) of interest in the tissues at a 

microscopic level.93 ISH has been particularly useful in neuroscience where a rigorous 

regulation of gene transcription is vital to brain function. ISH offers numerous ways of 

examining multiple mRNAs within the same brain section,94,95 and the combined use of in 
situ hybridization and immunocytochemistry provide a variety of ways of examining both 

mRNAs and proteins within the same brain section,96 which is a highly potent tool in 

understanding specific cellular functions such as translational control in a complex organ 

like the brain. The Allen Brain Atlas in particular has utilized ISH technology to produce a 

genomic-scale anatomical digital atlas pinpointing gene expression in the developing and 

Kadakkuzha and Puthanveettil Page 9

Mol Biosyst. Author manuscript; available in PMC 2019 March 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



adult mouse brain, providing global datasets with cellular level spatial resolution to create 

histological reference to neurodevelopmental and anatomic context. With cutting edge 

informatics-derived image analysis tools, these data sets provide both high level and detailed 

insights into gene regulation.

Genome-wide mapping of a specific gene or class of functionally related genes demonstrates 

the spatially restricted expression of specific genes in anatomically distinct brain regions 

during development, adulthood, and in neurological diseases,97–100 leading to a better 

understanding of gene regulation, cell type specificity, disease, and neurodevelopment. 

Examples of such studies are the ISH analysis of the postmortem brain, which has been used 

in surveying differential expression of gender-specific genes,101 identification of molecular 

markers of central neuronal signatures such as synaptic density,102 and the differential 

expression of GAD65 mRNA in the subpopulation of neurons in the cerebellar dentate 

nuclei in normal and autistic brains.103 Thus, ISH offers a key tool in neuroscience that 

surveys the distribution of cells expressing a given gene in specific brain regions, highly 

expressed genes in a specific location vs. low expression, and defines the gene expression 

boundaries in the context of neuroanatomical boundaries that are difficult to define using 

microarray and high throughput studies due to the highly heterogeneous nature of brain cell 

organization. In addition to applying existing gene expression data to verify candidate genes, 

ISH is widely used to confirm gene expression data from microarrays, RT-PCR, or 

proteomics studies.

Real-time quantitative PCR, also known as qPCR, provides an excellent quantitative method 

to validate the gene expression of a specific transcript with the very high accuracy. qPCR 

employs fluorescent dyes to detect the accumulation of PCR products during the exponential 

phase of the reaction, which allows for fast and accurate transcript quantification and 

unbiased data analysis. A relatively inexpensive and rapid method, it also provides a high 

degree of sensitivity, allowing the determination of low abundance genes that may not be 

detected by microarray. With most qPCR methods, levels of specific transcripts are related to 

levels of specific housekeeping transcripts to provide a means of normalization, thereby 

providing accurate relative quantitation post-mortem brain samples104 of different brain 

regions.105

Other approaches that are regularly used include chromatin-immunoprecipitation (ChIP) 

against specific transcription factors, and determination of immunoprecipitated DNA 

binding sites by hybridization to microarrays or PCR analysis.106,107 Both approaches, 

though informative, have important limitations. Although ChIP is a useful approach for 

identifying candidate transcription factor binding sites, interpretation of this data can be 

complicated by tissue-specific occupancy of binding sites as it occurs in only a small subset 

of neurons, as well as added complexity due to the intrinsic heterogeneity of cell types in 

brain tissue.108 Genome-wide analysis of transcriptionally active regions by ChIP analysis 

from neurons or microdissected tissues107,109–117 using NextGen sequencing have 

contributed to understanding the signaling pathways in neurons and disorders such as Rett 

syndrome, Huntington’s disease and schizophrenia. Adding to the complexity of epigenome 

is the modification of genes by methylation.118–121 DNA methylation is considered an 

imprinting mechanism that cause long-lasting changes in gene expression and play a 
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significant role in cell-type or organspecific expression of genes. NextGen sequencing 

methodologies are also being used as a major tool to study global changes in methylation 

(methylome analysis)122–125 and have identified tissue-specific and activity-dependent 

changes of the epigenetic landscape.

Genomic databases

The ALLEN Mouse Brain Connectivity Atlas is the primary data resource used in exploring 

gene expression profiling that contains the expression patterns of ~20 000 genes in the adult 

mouse brain. The expression profiles were generated using automated high-throughput 

procedures for ISH and data acquisition. The project provides global genome-scale structural 

analysis and the differential expression of genes in specific brain regions. The Atlas has been 

significantly updated with data and features from new driver lines that include images and 

expression pattern descriptions for each driver line to simultaneously view multiple 

projection images and sync to a location in the ALLEN Reference Atlas. The features in the 

ALLEN Human Brain Atlas contain complete microarray datasets from three brains. The 

recent updates show the microarray results covering the entire left hemisphere from the third 

brain, and contain an advanced level of annotation in the 21pcw reference atlas.

Another comprehensive expression database that integrates different developmental stages 

and tissues, as well as many different mouse strains and mutants is the Gene Expression 

Database (GXD). GXD is a community resource of mouse developmental expression 

information that combines a multitude of gene expression data, both at the mRNA and 

protein levels, and integrates data with similar repository databases and resources 

(www.informatics.jax.org/expression.shtml and www.informatics.jax.org). The GXD data 

are integrated from individual laboratories, such as the study that identified genes expressed 

in developing the mouse hypothalamus through microarray analysis at 12 different 

developmental time points, and a selected set of 1045 genes dynamically expressed over the 

course of hypothalamic neurogenesis were profiled using in situ hybridization. The study 

demonstrated multiple aspects of hypothalamic development and functions.126 Another 

study that provided data for mouse brain anatomical organization identified 1445 putative 

transcription factors in the mouse genome and employed in situ hybridization to map the 

expression pattern of these transcription factors and the co-regulated genes in the developing 

mouse brain. About 350 genes from the pool showed restricted expression patterns that 

pointed toward the organizational dynamics of the developing mouse brain.127 The large-

scale data providers of GXD include EMAP (Edinburgh Mouse Atlas Project), EMAGE 

(Edinburgh Mouse Atlas Gene Expression Database), GenePaint Database, Eurexpress, 

BGEM, and GUDMAP. A broad spectrum of assays, including RNA in situ hybridization, 

immunohistochemistry, knock-in reporter assays, northern blot, western blot, RT–PCR, 

RNase protection, and S1 nuclease assays are employed in the data acquisition. The 

databases and the resources discussed here are summarized in Table 1.

Single cell-single circuit analysis

There is strong reasoning behind conducting single-neuron RNA expression analysis. Due to 

the diversity in neuronal and non-neuronal cells and highly specific networks they form,128 

the cell-type specific information is diluted when pooling groups of neurons for genomic 
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analyses. An important point to consider is that the gene expression levels may be regulated 

in opposing directions in different cell types. Hence, the heterogeneity could lead the 

quantitative difference appearing insignificant in the analysis outcome. It has been proposed 

that a single neuronal microcircuit or a few circuits regulate specific function. Using the 

marine snail Aplysia, Kandel and colleagues have identified neural circuits underlying the 

simple reflex response.129–131 These studies have led to unraveling contributions of specific 

neurons in a circuitry in determining physiological response and memory storage, synapse 

specific storage of memories, and a Nobel Prize in 2000.10 Recent studies have proposed the 

idea that experience can dictate the number of neurons or circuits in regulating behavior.
132,133 Subsequently, these studies emphasize the need for studying gene function at the 

single neuron and circuit level. A major challenge for these studies is the requirement of 

enough RNAs or genomic DNA from single cells for genomic analysis. Techniques such as 

linear amplification of RNAs134 and advances in detection by NextGen sequencing now 

enable such analysis in single cells or circuits. The large size of the neurons and the fact that 

specific neurons can be identified based on their position in the ganglia has enabled the 

successful application of genomic tools to understand the function of individual neurons and 

circuits in Aplysia.135–137 Transcriptome analyses of single neurons were reported using 

mostly microarrays.138,139 Next-generation sequencing techniques were applied recently to 

single-cell transcriptome analysis,140 though the potential and reproducibility of RNA-Seq 

in single neurons is not yet widely established. Another robust mRNA-Seq protocol 

developed recently is Smart-Seq, which has the potential to analyze transcript coverage at 

the single cell level and can identify alternative transcript isoforms single-nucleotide 

polymorphisms.141 Different methods, limitations, and challenges, as well as the potential of 

studying transcriptome at the single cell level using RNA-Seq in general, is detailed 

elsewhere.142 Several recent studies have demonstrated the successful use of genomic 

technologies to study transcriptome of hippocampal neurons.143,144

Dissecting the function of proteins – studying all proteins and their post translational 
modifications – proteomics

Neuroscience research has largely benefited from the application of novel and high 

throughput proteomic techniques, which provide a greater understanding of nervous system 

structure and function. Due to the intrinsic heterogeneity of the nervous system, subcellular 

fractionation techniques have emerged as the key to successful neuroproteomic analyses.

The advances in transcriptome analysis provide key information to the structural and 

functional status of cells. Nevertheless, it does not provide all of the answers for the function 

of a gene that is translated to protein that does not often follow a linear transcript to a protein 

quantitative ratio. Additionally, factors such as heterogeneity of neuronal cells, 

posttranslational modifications, splice variants, protein–protein interactions, protein folding, 

compartmentalization, and proteolysis could potentially lead to a dynamic protein profile of 

a cell and requires application of high-throughput, systematic approaches to characterize 

proteins and their functional alterations under normal physiological conditions and the 

perturbations due to neurological diseases. The proteomics methodologies in general are 

divided into different classes. Structural proteomics refers to large scale studies on the three-

dimensional structure of a protein, the protein conformational changes associated with 
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protein–ligand interactions that directly indicate the molecular mechanisms of functions in 

the cell. Another class is the functional proteomics that study the protein–protein(s) and 

protein–ligand(s) interactions involved in the cellular processes. A third class is the medical 

proteomics that employs proteins as tools and biomarkers to identify the diseases and altered 

biological functions. In the following section, we discuss a few methods used in 

neuroscience to characterize the protein functions and their implications.

Initially, neural proteome profiling was performed by isoelectric focusing (IEF), which 

included proteome analysis of specific protein polymorphisms across species145 to the 

identification of proteins in human cerebrospinal fluid in control and disease patients.146,147 

IEF was followed by the application of electrophoresis,148,149 which identified hundreds of 

proteins. However, precise identification of proteins and their modifications were not 

possible with IEF.

The development of mass spectrometry (MS) as a tool to identify and characterize proteins 

has revolutionized proteome research. The MS techniques used alone or in tandem provide a 

high level of confidence in protein identification, especially while analyzing complex 

mixtures of proteins. The application of MS has been highly valuable to study the specific 

neuro-specific domains, such as protein composition of the synapse, synaptic membranes,150 

synaptic vesicles, postsynaptic density (PSD)151,152 and the protein composition of specific 

organelle such as mitochondria.153 The advancements in proteome approaches, such as the 

combined use of chromatographic methods with mass spectrometry (LC-MS/MS), provided 

the largest catalogue of the human CSF proteome, an important source of biomarkers.154

Analogous to short gun genomics, “shotgun” proteomics is a powerful method used to 

profile as many individual proteins as possible in a sample. Identifying the maximum 

number of proteins enables analysis of a higher percentage of the expressed proteome. In the 

shotgun method, protein mixtures are converted to peptides by photolytic digestion, 

followed by LC-MS/MS analysis.155 The shotgun approach was instrumental in 

characterizing proteins involved in specific neuronal processes such as neuronal 

development,156 or in identifying synaptosome proteins that are key to synaptic transmission 

and reception, many of which have undergone pathologic alterations leading to some 

neuropsychiatric disorders.157 Another application is the comparison of proteomes between 

different brain regions or different organisms158 and the protein alterations in diseases such 

as schizophrenia, where global proteomic analysis of post-mortem prefrontal cortex showed 

significant differential expression of many proteins contributing to the pathogenesis of this 

disease.159,160

Apart from its application to identify specific proteins from complex mixtures, recent 

advancements in proteomics now enable us to identify and quantitate expression of a large 

number of proteins. For example, isotope-coded affinity tag (ICAT) labeling is a quantitative 

proteomic technique that precludes the need for protein separation by electrophoresis.161 

ICAT technology uses either a light (12C) or heavy (13C) isotope reagent that reacts with 

the sulfhydryl group of cysteine residues, and the relative levels of protein in different 

samples is quantified. ICAT was applied in the proteomic analysis of neuronal death162 
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changes in a synaptic profile by drug administration163 and pathogenesis of neuron 

degeneration in Alzheimer’s disease.164

Dissecting function of macromolecular complexes, one complex at a time

Many neurological disorders are caused by perturbations during brain development, but 

these perturbations cannot be readily identified until there is a comprehensive description of 

the neuronal development process. Various technical modifications are applied to the 

shotgun approach to improve the identification of peptides, and one such advancement with 

increased sensitivity of peptide detection is Multidimensional Protein Identification 

Technology (MudPIT), where the digested peptides are separated first with a strong cationic 

exchange, and then with a second reversed-phase high-performance liquid chromatography 

(HPLC), followed by MS. Protein constituents of the postsynaptic density (PSD) from rat 

brain fractions were analyzed using a combination of 2D and MudPIT approach to identify 

~500 proteins belonging to different structural and functional categories showing significant 

neural machinery.165 MudPIT is also shown to be especially useful in studying specific 

protein modifications, such as the study that surveyed protein palmitoylation, a unique lipid 

modification involved in neuronal protein trafficking and between intracellular 

compartments.166 Introduction of specific tags of proteins and expressing them in desired 

cells (Tandem Affinity Protein Purification tagging or TAP-Tagging) has facilitated MudPIT 

analysis of protein complexes. The TAP tagging methodology to purify protein complexes 

were originally described by Rigaut et al., 1999, and Puig et al., 2001, and have been 

successfully employed in neuroscience. For example, Fernandez et al. (2009) described the 

TAP tagging approach to characterize PSD95 complexes. Heiman et al.167 used EGFP 

tagged ribosomal protein to isolate polysomes from CNS cell types, thus providing an 

important tool for studying translational control using genomic and proteomic 

methodologies.

Toward single cell proteomics

Analysis of transcriptomes of single cells is possible due to the development of linear 

amplification and digital sequencing techniques. However, changes in RNA levels do not 

inform whether specific changes in transcriptome follow similar changes in proteome. 

Changes in proteome are complicated, not only by the decrease or increase in the number of 

specific proteins, but also by changes in the functional states of the proteins that are dictated 

by their association with other proteins and protein modifications.

Several emerging technologies now make it possible to examine changes in proteome at the 

single cell level. A number of studies from the Sweedler group have demonstrated successful 

use of a mass spectrometry-based approach to study neuropeptides.168–170 A major 

challenge for proteomic analysis of a single neuron is the difficulty in detecting low 

abundant proteins from single cells. Unlike detecting low abundant RNAs by linear 

amplification, there are no amplification methodologies for proteins. However, specific 

antibodies coupled with fluorescence were shown to successfully detect proteins from single 

cells. These antibodies are arrayed on a chip for profiling intra-cellular pathways. For 

example, antibodies that could detect specific proteins or protein modifications of interest 

could be used to prepare antibody arrays to study specific pathways in single cells.171 In a 

Kadakkuzha and Puthanveettil Page 14

Mol Biosyst. Author manuscript; available in PMC 2019 March 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



study by David Klug’s group,172 the development of a microfluidic antibody, captured in 

combination with detecting proteins using Total Internal Reflection Fluorescence (TIRF) 

microscopy, were described. This methodology is particularly useful for studying genetically 

labeled proteins or protein complexes in single cells. In another approach, a combination of 

expression of fluorescently tagged or affinity tagged proteins and Fluorescence Activated 

Cell Sorting (FACS) was successfully used to study proteome dynamics of single yeast cells.
173 Automated imaging of bacterial cells (E. coli) expressing over 1000 YFP tagged proteins 

were used to profile global variation of protein expression levels.174 These techniques can be 

used in different combinations for successful analysis of proteins from single cells. For 

example, genetic or chemical labeling of cells followed by FACS sorting could be coupled 

with mass spectrometry175–178 or fluorescence microscopy179–181 to study proteome 

changes.

Challenges with high-throughput approaches

As described above, recent advances in high-throughput technologies have enabled 

quantitative assessment of various biological molecules and allowed determination of their 

variation between biological states on a genomic scale. However, some of the key challenges 

while analyzing highly dynamic and complex cellular and molecular systems such as the 

nervous system still remain. Some of the limitations of RNA-Seq approach include their 

dependence on cDNA synthesis and downstream processes the efficiency of which depends 

on RNA sequence and structure. This creates problems especially for strand-specific RNA-

seq,182,183 transcriptional start site mapping184 etc. where the improvement of approaches 

are laborious and costly. Efficient mapping of the specific regions in transcripts such as 

exon-junctions, polyadenylation, splice sites, overlapping genes, RNA editing sites, 

promoter usage, and the specific secondary structure of the transcripts still pose a major 

challenge to the current NGS platforms while reading transcripts and analyzing data. When 

it comes to proteomic approaches, accurate and reproducible protein quantitation in complex 

samples remains a major issue. This is key in the case of low abundance proteins such as 

plasma proteins.185 Additional difficulties arise from inherent insolubility of some proteins 

and the post translational modifications,186 which require sophisticated detection and 

validation approaches.

Adding to the biological complexity is the technical challenges posed by the high-

throughput platforms. Unlike genome-based sequencing, RNA-Seq yields many different 

dimensions of data. RNA Seq data files are too large to handle, and the storage, retrieval and 

data processing require specific computer assemblies and highly trained bioinformatics 

specialists. The same challenges are applicable to proteomic platforms. Terabytes of data are 

acquired with new advancements genomics and proteomics. Data storage, processing and 

analyses, availability of user-friendly statistical tools and efficient data sharing mechanisms 

are the issues to be addressed for the successful use of these technologies.

Conclusion

The complex organization of the nervous system is flanked on one end by the phenotype and 

function, such as cognition, memory, learning, and behavior, and on the other end, by the 

Kadakkuzha and Puthanveettil Page 15

Mol Biosyst. Author manuscript; available in PMC 2019 March 20.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



molecules making up the genome, transcriptome, proteome, and metabolonome that 

subsumes this organization and function. We have briefly described the complexity of the 

brain and various genomic and proteomic tools being used to understand neuronal identity, 

plasticity, higher brain functions, and neuropsychiatric disorders. Could an understanding of 

molecular complexity solve brain complexity? Analysis of expression of coding and 

noncoding RNAs has identified several differentially regulated genes. Similar studies on 

dynamics of proteins and their covalent modifications identified differential regulation of 

proteome. The real challenge is determining causality: to link these observed differences in 

genome, transcriptome, and proteome to higher brain functions that include cognition, and 

disorders such as Alzheimer’s disease and schizophrenia. Nonetheless, unparalleled 

advantages provided by these methodologies have significantly advanced our understanding 

of the complexity of the brain, evolution of the nervous system, and now provides a 

completely new view of brain. This knowledge will accelerate development of novel 

therapeutics for disorders of the nervous system.
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Fig. 1. 
Developmental and region-specific changes in gene expression. These images are taken from 

the Allen Brain Institute web site (http://www.alleninstitute.org/). (A) Expression of 

CaMKII, Kif5C, and Mtap2 during the three different developmental stages labeled as 1,2,3; 

1: E13.5, 2: P14 (in the case of CamKII and Mtap2, P4 for Kif5C); 3: P56. (B) Region 

specific expression of BDNF, Fbxo2 and Arrb1 in the adult brain (P56). Confocal and bright 

field images are shown.
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Fig. 2. 
Non-neuronal cells of the brain and molecular asymmetry in neurons. (A): Cartoons 

showing different non-neuronal cells in mammalian brain; (B) cartoon of a neuron and a 

single synapse. Proteins and RNAs are differentially distributed within neurons leading to 

molecular asymmetry. Molecules shown in this cartoon are proteins, mRNAs, microRNAs 

and noncoding (nc) RNAs.
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