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The phloem plays essential roles in the source-to-sink relationship and in long-distance communication, and thereby
coordinates growth and development throughout the plant. Here we employed isolation of nuclei tagged in specific cell types
coupled with low-input, high-throughput sequencing approaches to analyze the changes of the chromatin modifications
H3K4me3 and H3K27me3 and their correlation with gene expression in the phloem companion cells (PCCs) of Arabidopsis
(Arabidopsis thaliana) shoots in response to changes in photoperiod. We observed a positive correlation between changes in
expression and H3K4me3 levels of genes that are involved in essential PCC functions, including regulation of metabolism,
circadian rhythm, development, and epigenetic modifications. By contrast, changes in H3K27me3 signal appeared to
contribute little to gene expression changes. These genomic data illustrate the complex gene-regulatory networks that
integrate plant developmental and physiological processes in the PCCs. Emphasizing the importance of cell-specific
analyses, we identified a previously uncharacterized MORN-motif repeat protein, MORN-MOTIF REPEAT PROTEIN
REGULATING FLOWERING1 (MRF1), that was strongly up-regulated in the PCCs in response to inductive photoperiod.
The mrf1 mutation delayed flowering, whereas MRF1 overexpression had the opposite effect, indicating that MRF1 acts
as a floral promoter.

INTRODUCTION

As a consequence of their sessile life style, plants need to be able
to respond to multiple endogenous signals and environmental
cues, to ensure optimal growth and reproductive success (Andrés
and Coupland, 2012; Cho et al., 2017). This requires efficient
coordination between different tissues and organs within the
plant. Communication in plants is accomplished by cell-to-cell
signaling across the plasma membranes or through plasmo-
desmata, aswell asby long-distancesignalingvia thevasculature,
which consists of xylem and phloem tissues. The mature vessels
of the xylem consist of dead cells, whereas the phloem consists
of several cell types—phloem sieve elements (SE), phloem

companion cells (PCCs), and supportive cells—that are all alive at
maturity.
The PCCs in particular have been suggested to play an im-

portant role in coordinating physiological processes between the
vasculatureandothercell types in the leaf. This regulatory function
of PCCs can be attributed at least in part to the circadian clock,
which enables plants to anticipate dawn and activate the ex-
pression of photosynthesis-related genes before the start of the
day. The phloem processes circadian rhythms that regulate the
temporal and spatial distribution of metabolites and signaling
molecules,and thusplaysacentral role incoordinatinggrowthand
developmental processes (Giakountis andCoupland, 2008; Endo
et al., 2014; Shimizu et al., 2015). It has also been shown that the
circadian clock and carbohydrate signaling feedback onto each
other. For example, CIRCADIAN CLOCK ASSOCIATED1 (CCA1)
and TIMING OF CAB EXPRESSION1 (TOC1), two key compo-
nents of the central oscillator of the circadian clock, have been
found to modulate photosynthetic activity and its metabolic
outputs (Dodd et al., 2005; Graf et al., 2010). Sugars, in turn,
are able to regulate the expression of the clock genes PSEUDO-
RESPONSE REGULATOR7 (PRR7) and CCA1, and mediate

1 Address correspondence to yuan.you@zmbp.uni-tuebingen.de and
markus.schmid@umu.se.
The author responsible for distribution of materials integral to the findings
presented in this article in accordance with the policy described in the
Instructions for Authors (www.plantcell.org) is: Markus Schmid (markus.
schmid@umu.se).
[OPEN]Articles can be viewed without a subscription.
www.plantcell.org/cgi/doi/10.1105/tpc.17.00714

The Plant Cell, Vol. 31: 325–345, February 2019, www.plantcell.org ã 2019 ASPB.

http://orcid.org/0000-0001-5364-5185
http://orcid.org/0000-0001-5050-8513
http://orcid.org/0000-0003-0333-3524
http://orcid.org/0000-0003-0333-3524
http://orcid.org/0000-0002-5799-7572
http://orcid.org/0000-0002-5799-7572
http://orcid.org/0000-0003-2778-3028
http://orcid.org/0000-0001-5318-9896
http://orcid.org/0000-0001-5318-9896
http://orcid.org/0000-0002-0068-2967
http://orcid.org/0000-0001-5364-5185
http://orcid.org/0000-0001-5050-8513
http://orcid.org/0000-0003-0333-3524
http://orcid.org/0000-0002-5799-7572
http://orcid.org/0000-0003-2778-3028
http://orcid.org/0000-0001-5318-9896
http://orcid.org/0000-0002-0068-2967
http://crossmark.crossref.org/dialog/?doi=10.1105/tpc.17.00714&domain=pdf&date_stamp=2019-03-14
mailto:yuan.you@zmbp.uni-tuebingen.de
mailto:markus.schmid@umu.se
http://www.plantcell.org
mailto:markus.schmid@umu.se
mailto:markus.schmid@umu.se
http://www.plantcell.org/cgi/doi/10.1105/tpc.17.00714
http://www.plantcell.org


long-termresponses of the circadian clock via GIGANTEA (GI;
Dalchau et al., 2011), highlighting the tight link between the clock
and carbohydrate metabolism in leaves. Importantly, circadian
clocks in different cell types and tissues have long been thought
to be uncoupled in plants, but recent evidence suggests that the
clock in the vasculature also affects circadian clock regulation in
other cell types in Arabidopsis (Arabidopsis thaliana) leaves
(Endo et al., 2014; Shimizu et al., 2015).

In addition to its function in distributing photoassimilates
throughout the plant (De Schepper et al., 2013), the phloem is
instrumental in coordinating physiological and developmental
processes in distant organsof theplant. The long-distanceeffects
of the phloem can be explained through the transport of signaling
molecules, such as RNA and proteins, from the leaves to the
organizing centers in the shoot apical meristem (SAM) and root
apical meristems. In the meristems, information about the leaf
metabolic status is then integrated into the complex genetic
networks that regulate growth and developmental processes
(Deeken et al., 2008; Giakountis and Coupland, 2008). Probably
the most prominent example of such a long-distance signaling
process is the induction of flowering in response to changes in
daylength (Turck et al., 2008; Song et al., 2015a). In Arabidopsis,
inductive long-day (LD) signals are processed in leaves via light
signaling and circadian clock networks, resulting in the stable
expression of CONSTANS (CO) specifically at the end of LDs
(Turck et al., 2008; Fornara et al., 2009). COpromotes flowering by
activating the transcription of FLOWERING LOCUS T (FT) and its
close homolog TWIN SISTER OF FT (TSF) in the PCCs of the
leaf vasculature (Corbesier et al., 2007; Mathieu et al., 2007;
Turck et al., 2008). The FT and TSF proteins then function as

long-distance signals (florigens) and are transported through
SEs to the SAM, where they interact with the basic Leu zipper
transcription factor FD to induce flowering (Abe et al., 2005;
Wigge et al., 2005; Turck et al., 2008). Export of the FT protein
from PCCs to SEs is essential for FT function and is medi-
ated by PCC-specific proteins FT-INTERACTING PROTEIN1
and ALTERED PHLOEM DEVELOPMENT (Liu et al., 2012; Abe
et al., 2015). Interestingly, it has been shown that trehalose
6-phosphate (T6P) signaling, which is thought to inform the cell
about carbohydrate availability, is strictly required for FT ex-
pression in PCCs (Wahl et al., 2013). The integration of in-
formation about carbohydrate availability and photoperiod in
PCCs emphasizes the importance of this cell type as a sig-
naling hub that integrates a wide range of metabolic and en-
vironmental signals to control systemic plant growth and
development.
PCCs clearly play a central role in coordinating physiological

and developmental processes in response to changes in pho-
toperiod throughout theplant.However,westill donotunderstand
the regulatory processes that control gene expression in this
important cell type. One reason for this lack of understanding is
that previous analyses have been limited to analyzing the tran-
scriptome (Zhao et al., 2005; Brady et al., 2007; Deeken et al.,
2008; Zhang et al., 2008a) and translatome (Mustroph et al., 2009)
ofPCCs,and the transcriptomeandmetabolitesof thephloemsap
(Deeken et al., 2008). Taken together, these studies revealed
substantial differences between data sets of the same type
generated fromshoot PCCs, root PCCs, andphloemsap, but also
between transcriptome and translatome data sets from the same
tissue, which could in part be explained by mRNA and protein
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mobility in the phloem tissues (Giakountis and Coupland, 2008;
Calderwood et al., 2016). While these PCC-specific analyses
offered insights into some of the complex physiological and de-
velopmental processes that take place in PCCs, they mostly
provided a rather static picture, as they did not investigate the
contribution of chromatin modifications to the regulation of gene
expression. This is unfortunate, as epigenetic factors such as
histone modifications clearly play an important role in regulating
transcriptional activities during plant growth and development
(Pikaard and Mittelsten Scheid, 2014; Lämke and Bäurle, 2017).

Regulation at the epigenetic level has been shown to be an
important factor controlling the expression of circadian clock and
flowering-time genes in whole plants and in specific plant organs
(Jiang et al., 2011; Yang et al., 2012; Seo and Mas, 2014; Jeong
et al., 2015; You et al., 2017). The MYB transcription factors
REVEILLE8 (RVE8) and CCA1, for example, control TOC1 ex-
pression by balancing H3 hyperacetylation level at the TOC1
promoter (Farinas and Mas, 2011). Similarly, the histone meth-
yltransferase (HMT) SET DOMAIN GROUP2 (SDG2) has been
shown tomodulateH3K4me3 levels of core circadian clock genes
such as CCA1, LATE ELONGATED HYPOCOTYL (LHY), TOC1,
PRR7,PRR9, andLUXARRHYTHMO (LUX;Malapeira et al., 2012;
Seo and Mas, 2014). The H3K36 demethylase JUMONJI C
DOMAIN-CONTAININGPROTEIN30 (JMJ30), which is repressedby
the core circadian oscillators CCA1 and LHY, in turn promotes
expression of CCA1 and LHY, presumably through demethylase
activity (Joneset al., 2010; Luet al., 2011). Furthermore, chromatin
modifications, for example histone acetylation and histone
H3 Lys-4methylation, on clock genes have been shown to exhibit
24-h rhythmic oscillations that resemble the rhythmic expression
of their respective transcripts, indicating a direct association
between epigenetic and transcriptional events (Malapeira et al.,
2012). The demethylase JMJ30 has also been implicated as a link
between the circadian clock and flowering time, as it removes
activating H3K36me2 marks from the FT promoter and thereby
represses FT expression (Yan et al., 2014). FT expression is also
repressed, under noninductive conditions, by deposition of
H3K27me3 byPolycombgroup (PcG) complex components such
asSETDOMAINGROUP1 (SDG1) on theFTpromoter, genebody,
and sometimes even the downstream region (Turck et al., 2007;
Jiang et al., 2008; Bratzel and Turck, 2015). However, as these
analyseshavebeenconductedoncomplex tissues, it isnotknown
if they accurately reflect the situation in PCCs. Related to this, it
should be noted that PCC-specific expression of FT seems to be
maintained independently from PcG repression and H3K27me3
(Farrona et al., 2011), but is strongly affected by H3K4me3 at the
transcription start site (TSS; Jeong et al., 2009; Yang et al., 2010;
Wang et al., 2014).

Here, we employed isolation of nuclei tagged in specific cell
types (INTACT; Deal andHenikoff, 2010, 2011; You et al., 2017) to
study the temporal dynamics of the transcriptome and of the
chromatinmodificationsH3K4me3andH3K27me3 inshootPCCs
in response to long-photoperiod signal. We describe the corre-
lation between the two histone modifications and gene expres-
sion, depending on the presence of either one or both marks and
their relative positions. Changes in H3K4me3 signals were sig-
nificantly correlated with transcriptional responses, whereas
changes inH3K27me3werenotalwayscorrelatedwithchanges in

gene expression. Emphasizing the importance of cell type-
specific analyses, we identified MORN-MOTIF REPEAT
PROTEIN REGULATING FLOWERING1 (MRF1), a previously
uncharacterized MORN-motif repeat protein that was signifi-
cantly up-regulated in thePCCs in response to LD and promoted
flowering.

RESULTS

Establishment of INTACT for PCCs of Arabidopsis

To investigate the epigenomic processes that regulate gene ex-
pression in shoot PCCs in response to changes in photoperiod,
we prepared an INTACT reporter line using the promoter of the
PCCmarker geneSUCROSE-PROTONSYMPORTER2 (SUC2;
Truernit and Sauer, 1995). The reporter construct is expressed in
PCCs (Figures 1A to 1F), enabling affinity-based isolation of nuclei
of this cell type from shoot tissues (Figures 1G to 1I). Reverse
transcription quantitative PCR (RT-qPCR) demonstrated robust
enrichment in the expression of the PCCmarker genes SUC2 and
ARABIDOPSIS THALIANA ARABIDOPSIS H+-ATPASE (AHA3;
DeWitt andSussman, 1995) in nuclei isolated by INTACT from leaf
tissues of 24-d-old LD-grown reporter plants as compared to
nuclei before purification (input; Figure 1J). By contrast, genes
specifically expressed in xylem (SHORT ROOT, SHR; Cui et al.,
2014), mesophyll cells (LYSINE HISTIDINE TRANSPORTER1,
LHT1; Hirner et al., 2006), and theepidermis (MERISTEMLAYER1,
ML1; Sessions et al., 2002), were not enriched after INTACT
(Figure 1J). We did, however, detect weak enrichment of the
bundle sheath (BS) cell-specific gene SCARECROW (SCR;
Figure1J;Cui et al., 2014),whichmaybedue toSUC2havinga low
level of expression in BS cells, as previously observed by ribo-
somal profiling (Aubry et al., 2014). Taken together, our results
indicate that we have successfully employed INTACT to enrich
nuclei from PCCs, possibly with a minor contamination from
BS cells.
To study the events in PCCs in response to changes in pho-

toperiod, 21-d-old short-day (SD)-grown plants of the PCC
INTACT reporter linewere shifted to LDconditions. This treatment
has previously been shown to result in floral commitment within 2
to 3 d after the shift, as indicated by the expression of early floral
homeotic genes such as APETALA1 (AP1; You et al., 2017).
Samples were collected 0, 1, 2, and 3 d after the shift to LD at
Zeitgeber (ZT)6 to7 (Figure1K).Nucleiwere isolatedby INTACTas
previously in You et al. (2017) and used to study the dynamic
changes in histone H3K4me3 and H3K27me3 methylation and
gene expression.

RNA sequencing Confirms Enrichment of PCC-Specific
Transcripts in INTACT-Purified Nuclei

RNA sequencing (RNA-seq) was performed on the nuclear RNA
pool isolated by INTACT from PCCs, before and at 1, 2, and 3 d
after the shift to LD (Figure 2). Bioinformatic analyses revealed that
the transcriptome data were highly reproducible among the three
biological replicates for each time point (Supplemental Figure 1A;
Supplemental Data Set 1). The PCC marker genes SUC2 and
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AHA3were stably detected in all samples (Figure 2A). By contrast,
the marker genes of other tissues, for example JAGGED (JAG),
which is expressed indeveloping leaves (Tsukaya, 2013), the early
floral homeoticgeneAP1 (Mandelet al., 1992;Schmidetal., 2003),
the shoot meristem marker gene SHOOTMERISTEMLESS (STM;
Long et al., 1996), the xylem-specific genes SHR and XYLEM
CYSTEINE PEPTIDASE1 (XCP1; Funk et al., 2002), and the me-
sophyll cell-specific gene LHT1, were almost undetectable
(Figure 2A). By contrast,ML1 and the BS marker gene SCR were
detected at low levels in our RNA-seq data (Figure 2A). Together,
these transcriptome-wide results verified the initial RT-qPCR
analyses (Figure 1J) and confirmed that the nuclear RNA iso-
lated by INTACT was strongly enriched for mRNAs from PCCs.

Differential Gene Expression in the PCCs in Response to
Photoperiod Changes

Tomonitor the dynamics of the PCC transcriptome in response to
the shift from SD to LD, we performed pairwise comparisons

between the four time points. Overall, we detected 356 signifi-
cantly differentially expressed genes (DEGs), including 200 and
144 genes that were consistently up- or down-regulated, re-
spectively, as well as 12 genes that exhibited more complex
expression patterns (Supplemental Data Set 2). Expression of
many of the genes that form the central oscillator of the circadian
clock in Arabidopsis responded rapidly to the shift from SD to LD
(Figure 2B), which most likely reflected a change in phase rather
than achange in amplitude (Michael et al., 2008). The transcription
factorRVE8, amajorclockcomponent thatpositively regulates the
expression of a large fraction of the clock genes(Fogelmark and
Troein, 2014), was significantly induced 24 h after the shift to LD
(Figure 2B). Similarly, expression of the morning gene CCA1 was
significantly increased after shifting to LD, whereas changes in
expression of LHY, while following the same general trend as
CCA1, were not statistically significant (Figure 2B). In addition,
two NIGHT LIGHT-INDUCIBLE AND CLOCK-REGULATED (LNK)
genes, LNK2 and LNK3, which are involved in light regulation of
gene expression to control circadian rhythms and photomor-
phogenic growth responses (Rugnone et al., 2013), were

Figure 1. Establishment of the INTACT System for the PCCs.

(A) to (B)Microscopy imageof the shoot apexof a7-d-old seedlingof thePCC-tagged INTACT line. The shoot apex areawasobserved (A) in bright field and
(B) by mCherry fluorescence. Scale bar = 100 mm.
(C) to (D)Microscopy imageof a leaf of thePCC-tagged INTACT line. (C) Leaf area observed in bright fieldwith themain vasculature appearing brighter than
mesophyll cells. (D) The RedNTF-tagged PCC nuclei were detected as discontinuous red dots by mCherry fluorescence. Scale bar = 100 mm.
(E) to (F)Microscopy image of root area of a 7-d-old seedling of the PCC-tagged INTACT line. (E) The primary root areawas observed in bright field. (F) The
nuclear envelope-labeled PCC nuclei were detected by mCherry fluorescence. Scale bar = 10 mm.
(G) to (I)Microscopy imagesof nuclei purified from the INTACT reporter line. (G)Magnetic beadsappear aswhite spheres inbrightfield, (H)DNAstainedwith
DAPI is shown in blue, and (I) nuclear envelope domains tagged with RedNTF are detected by mCherry fluorescence. Scale bar = 100 mm.
(J) Relative expression of EF1A, TUB2, SUC2, AHA3, SCR, SHR, LHT1, and ML1 in INTACT-purified PCC-specific nuclei (INTACT) relative to their ex-
pression in the input crudenuclei (input) isolated fromPCC INTACT reporter lines. ExpressionofEF1AandTUB2wereusedascontrols. Error bars= SEof the
mean values of three biological replications.
(K) Experimental design. Seeds of the INTACT reporter line were geminated on soil and continually grown in SD condition for 21 d and transferred to three
consecutive LDs to induce flowering. Light and dark hours are indicated inwhite and gray, respectively. The time of sample collection (ZT 6 to 7) is indicated
with a red bar.
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Figure 2. Differential Gene Expression in the PCCs during LD Induction of Flowering.

Expression isgivenascountof sequencing reads.Graygradient colors indicate the timepointsbefore (lighter gray) and1d (light gray), 2d (darkgray), and3d
(darker gray) after the shift to LD, respectively. *P < 0.05, **P < 0.01 (Deseq2P values corrected for multiple testing using the Benjamini-Hochbergmethod).
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significantly up-regulated (Figure 2B). By contrast, expression of
PRR3 and PRR5, which function as repressors of the morning-
expressed genes(Fogelmark and Troein, 2014), was significantly
down-regulated, and expression of TOC1 followed a similar de-
creasing trend (Figure 2B). Expression of LUX and EARLY
FLOWERING4 (ELF4), which encode components of the evening
complex(Fogelmark and Troein, 2014), was almost undetectable
in the PCCs, while expression of ELF3 displayed a decreasing
trend after shifting to LD, but the expression changes were not
statistically significant after correction for multiple testing
(Figure 2B).

Next, we examined the expression of the core genes that
regulate flowering in response to photoperiod (Figure 2C). Of the
genes that make up the photoperiod-dependent flowering
pathway, only FLAVIN BINDING KELCH REPEAT F-BOX1 (FKF1)
was significantly down-regulated in response to the shift to LD.
This finding is in agreement with a previous report (Sawa et al.,
2007), which had shown that the expression of FKF1 shifts from
the end of SDs (ZT8) to the end of LDs (ZT16) to form a stable
complex with GI to promote flowering. The decrease of FKF1
expression in our data set therefore most likely reflects a phase
change rather than a change in amplitude. Expression of GI also
decreased, but these changes were not statistically significant
after correction for multiple testing (Figure 2C). By contrast,
the flowering time genes ZEITLUPE, LOV KELCH PROTEIN2,
CYCLING DOF FACTOR1 (CDF1), CDF2, and CDF5 did not exhibit
any substantial changes in expression after the transfer to LD.
Expression ofCDF3 showeda similar trend andwas increased 2 d
and 3 d after the shift to LD but this induction was not statistically
significant. Expression of CO was weakly detected without sig-
nificant change after shifting to LD and expression of the down-
stream genes FT and TSF was almost undetectable, most likely
because the expression of these genes is under diurnal control
and was at a minimum at the sampling time (ZT 6 to 7). Significant
up-regulation of FT expression usually occurs at the end of the LD
(ZT 16; Corbesier et al., 2007). Nevertheless, we were able to
detectweakFTexpression3dafter shifting toLD,evenatZT6 to7.

Clock components such as CCA1, LHY, PRR5, PRR7, and
PRR9,which change in expression inPCCs in response to LD (see
above) anddiurnal regulation, contribute tometabolic regulation in
Arabidopsis (Fukushima et al., 2009; Graf et al., 2010). For ex-
ample, it has been estimated that ;30% of primary metabolites
and genes encoding enzymes controlling these biosynthetic
pathways are under circadian control (Espinoza et al., 2010). In

agreement with this, we detected significant expression changes
for genes that encode enzymes regulating carbohydrate and
starch metabolism, such as a-AMYLASE2, b- AMYLASE7,
GRANULEBOUNDSTARCHSYNTHASE1 (GBSS1),BRANCHING
ENZYME3 (BE3), STARCH EXCESS1 (SEX1), a-GLUCAN
PHOSPHORYLASE2 (PHS2), and PHOSPHOGLUCAN WATER
DIKINASE in PCCs (Figure 2D; Streb and Zeeman, 2012; Feike
et al., 2016). In particular, we detect down-regulation of SEX1 and
PHS2mRNA levels at ZT 6 to 7 following the shift to LD,which is in
agreement with previous findings (Lu et al., 2005). Furthermore,
mutants in SEX1, which encodes an a-glucan water dikinase
required for starch degradation, exhibit a late-flowering pheno-
type (Ortiz-Marchena et al., 2015). In addition, we detected sig-
nificant changes in expression of genes encoding enzymes
involved in energy metabolism, such as the nicotinamide adenine
dinucleotide (NAD), uridine diphosphate (UDP), and acetyl-
coenzyme A (acetyl-CoA) metabolisms (Table 1; Supplemental
Data Set 2).
Interestingly, we also detected expression changes of several

developmentally important genes involved in meristem or floral
development in the PCCs (Figure 2F). Significantly decreased
expression was detected for BARELY ANY MERISTEM2 (BAM2;
Figure 2F), which encodes a CLAVATA (CLV1)-related receptor
kinase-like protein, and together with two other BAM genes is
required forbothshoot andfloralmeristem functionandflowering-
time control (DeYoung et al., 2006). Similarly, the E3 ubiquitin li-
gaseBIGBROTHER, which acts as a central negative regulator of
Arabidopsis floral organ size and is known to be expressed in
proliferating tissuessuchasshoot andfloralmeristemsandyoung
organs, as well as in the vasculature (Disch et al., 2006), had
significantly decreased expression in PCCs (Figure 2F). In addi-
tion, expression of FANTASTIC FOUR3 (FAF3), which has pre-
viously been shown to be expressed in the vasculature anddown-
regulatedafter shifting toLD (Wahl et al., 2010),was reduced inour
PCC data set (Figure 2F). FAF3, together with three other FAF
proteins, has been implicated in the regulation of shoot meristem
size, potentially by repressing WUSCHEL and modulating the
WUSCHEL-CLV feedback loop (Wahl et al., 2010). By contrast,
expression of SQUINT, which promotes stem cell homeosta-
sis and floral meristem termination through AP2 and CLV sig-
naling (Prunet et al., 2015), was significantly up-regulated in
PCCs, aswas expression ofCOP9SIGNALOSOME5A (CSN5A),
which participates in floral organ morphogenesis (Wang et al.,
2003; Gusmaroli et al., 2007), and ARABIDOPSIS THALIANA

Figure 2. (continued).

(A) Expression of marker genes for the PCCs (SUC2 and AHA3), bundle sheath (SCR), leaf primordia (JAG), flower primordia (AP1), meristem (STM ), xylem
(SHR and XCP1), mesophyll cells (LHT1), and epidermis (ML1).
(B) Expression of marker genes for circadian clock, LHY, RVE8, CCA1, LNK1, LNK2, LNK3, TOC1, PRR5, PRR3, ELF3, LUX, and ELF4.
(C) Expression ofmarker genes for photoperiod flowering pathway,GI, FKF1, ZEITLUPE, LOVKELCHPROTEIN2,CDF1,CDF2,CDF3,CDF5,CO, FT, and
TSF.
(D) Expression of important genes involved in carbohydrate metabolism, a-AMYLASE2, b-AMYLASE7, GBSS1, BE3, SEX1, PHS2, and
PHOSPHOGLUCAN WATER DIKINASE.
(E) Expression of MRF1.
(F) Expression of selected important genes involved in development, SQUINT, CSN5A, ATHB12, BAM2, BB, and FAF3.
(G) Expression of selected epigenetic modifiers involved in regulation of circadian clock and photoperiodic flowering time, WDR5A, SDG1, SDG2, and
JMJ30.
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HOMEOBOX12 (ATHB12), which regulates the growth of the in-
florescence stem bymodulating the expression ofGIBBERELLIN
20-OXIDASE1 and GA9 levels (Figure 2F; Son et al., 2010).

We also examined the expression of several chromatin regu-
lators that are known to regulate circadian clock function and/or
flowering time (Jiang et al., 2009, 2011; Yang et al., 2010, 2012,
2016; Malapeira et al., 2012; Gu et al., 2013; Wang et al., 2014;
Jeong et al., 2015). For example, we detected significant up-
regulation of WDR5A, which encodes a core component of the
COMplex of Proteins Associated with Set1 (COMPASS)-like
histonemethylase complex, in PCCs in response to the shift to LD
(Figure 2G).WDR5A is preferentially expressed in shoot and root
apical regions and in vasculature tissues (Jiang et al., 2009, 2011)
where it promotes expression of the potent floral repressor
FLOWERING LOCUS C (FLC; Jiang et al., 2009, 2011). However,
FLC expression was not changed in our data (Supplemental Data
Set1); thus, increasedexpressionofWDR5Adoes not appear to
affectFLC in PCCs in response to LD. In contrast toWDR5A, the
induction of SDG2, which has been suggested to contribute to
the regulation of core circadian clock genes by modulating
H3K4me3 accumulation and binding of repressors, was not
statistically significant after correction for multiple testing
(Figure 2G). Similarly, the expression of JMJ30, which re-
presses CCA1, LHY, and FT expression via H3K36me2 de-
methylation activity (Jones et al., 2010; Yan et al., 2014), and of
SDG1, which encodes a core component of the PcG complex
that deposits the H3K27me3 repressive mark at the FT locus
(Bratzel and Turck, 2015), did not change throughout the ex-
periment (Figure 2G).

In summary, our transcriptomic analyses confirm that INTACT
can be employed to successfully capture gene expression
changes in PCCs in response to changes in photoperiod. Genes
that responded to the shift from SD to LD include important
regulators of circadian rhythm, development, metabolism, and
chromatin remodeling. In agreement with the individual genes
discussed above, gene ontology (GO) enrichment analysis
showed that the GO terms in biological process response to
external stimulus (GO:0010033), circadian rhythm (GO:0007623),
and starch metabolic/catabolic-related terms (GO: 0,005,982
and GO: 0,005,983) were significantly overrepresented among

the genes that changed significantly in their expression
(Supplemental Data Set 3).

PCC-Specific H3K4me3 and H3K27me3 Profiles

Dynamic changes in gene expression as described above are in
part the result of transcriptional regulation at the chromatin level.
H3K4me3 and H3K27me3 are canonical epigenetic marks that
have been implicated in promoting and repressing gene ex-
pression, respectively (Li et al., 2007; Ha et al., 2011). To better
understand the regulation of transcription in PCCs in response to
changes inphotoperiod,weprofiled thegenome-widedistribution
of H3K4me3 and H3K27me3 using the chromatin immunopre-
cipitation sequencing (ChIP-seq) method. The ChIP-seq data
produced using nuclei isolated fromPCCs at the four time points
in two biological replications showedgood replicability (Supplemental
Figure 1B).
At the four time points analyzed, we detected from 16,712 to

17,462 regions in the genome that carried H3K4me3 marks in
the PCCs. Overall, 63.4% (17,248) of all protein coding genes
annotated in Arabidopsis (TAIR10 ver. 24) were marked with
H3K4me3at one ormore timepoints. The length of theH3K4me3-
marked regions varied between 134 basepair (bp) and 4,950 bp
(Figure 3A; Supplemental Figure 2A; Supplemental Data Set 4). In
agreement with the role of H3K4me3 as an activating mark of
transcription, most genes (on average over time points: 88.7%6
0.3%; “6” refers to SE, n=4) that carried thismarkwere expressed
in PCCs (fragments per kilobase of transcript per million mapped
reads, FPKM > 1). By contrast, only 17.3% 6 0.6% of genes
without H3K4me3 on their gene bodywere found to be expressed
in our data set (Figures 3B and 3C). The majority of these regions
intersectedwith genes (97.21%60.04%), andmost intersections
contained the TSS (75.26% 6 0.34%; Supplemental Figure 2B;
Supplemental Data Set 4).
Over the four time points analyzed, H3K27me3 was found on

11,507 to 13,919 genes, and the length of the marked regions
varied from 172 to 30,724 bp (Figure 3A). Overall, 65.7% (17,879)
of the protein-coding genesweremarkedwithH3K27me3 at least
at one time point, which is slightly more than for H3K4me3. Most

Table 1. Significantly differentially expressed enzymes catalyzing intermediary energy metabolites after shifting to LD

ID Gene Expression Change Annotation

NAD-related
AT1G20020 ATLFNR2 Dec Ferredoxin-NADP(+)-oxidoreductase 2
AT1G60730 — Inc NAD(P)-linked oxidoreductase superfamily protein
AT2G37760 AKR4C8 Inc NAD(P)-linked oxidoreductase superfamily protein

UDP-related
AT1G22370 AtUGT85A5 Dec UDP-glucosyl transferase 85A5
AT1G05680 UGT74E2 Inc UDP-glucosyltransferase, UGT74E2
AT1G32900 GBSS1 Inc UDP-glycosyltransferase superfamily protein
AT3G11340 F11B9.23 Inc UDP-glycosyltransferase superfamily protein
AT5G05870 UG766C1 Inc UDP-glucosyl transferase 76C1

Acyl-CoA–related
AT1G03150 — Inc Acyl-CoA N-acyltransferases superfamily protein
AT5G65110 ACX2 Inc acyl-CoA oxidase 2

Dec, only decreasing during the experiment; Inc, only increasing during the experiment.
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Figure 3. Correlation of H3K4me3 and H3K27me3 Mark Signals with Gene Expression.

(A) Distribution of length of H3K4me3 and H3K27me3 marks at 0 LD. Blue and green indicate H3K4me3 and H3K27me3, respectively.
(B) Numbers of not-expressed (light gray) and expressed (black) protein coding genes in classes without/with H3K4me3/H3K27me3 marks.
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regions intersectedwith genes (92.77%6 0.18%),with about half
of the intersections containing the TSS (49.29% 6 0.18%;
Supplemental Figure 2B; Supplemental Data Set 5). On average
over the four timepoints, the fraction of expressedgenes (FPKM>
1) with or without H3K27me3 on their body was 63.3% (60.9%)
and 57.9% (61.8%), respectively (Figures 3B and 3C). In
agreement with our previous study on epigenetic marks at the
SAM (You et al., 2017), we observed broadH3K27me3 regions on
51.0% 6 0.6% of transcriptionally silent genes (FPKM < 1), but
narrowerH3K27me3peakson56.4%62.7%ofexpressedgenes
in PCCs (Supplemental Figure 2B).

To characterize the epigenetic landscape of PCCs in more
detail, we distinguished six chromatin modification states of
protein-coding genes based on the presence and absence of
H3K4me3 and H3K27me3 and the overlap of the two marks, as
described in You et al. (2017); Supplemental Data Set 6). On
average over the four time points, we observed that (I) 19.1% (60.
5%)ofproteincodinggeneshadneitherH3K4me3norH3K27me3
marks (“None”state); (II) 26.6 (61.8%)hadH3K4me3only; (III) 19.8
(60.2%) had H3K27me3 only; (IV) 26.0% (61.6%) exhibited an
“embedded” state (E-state) with narrow H3K27me3 marks within
broader H3K4me3 domains; (V) 2.4% (60.2%) exhibited a “har-
boring” state (H-state)with opposite characteristics toE-state, i.e.
broad H3K27me3 regions containing narrow H3K4me3 peaks;
and (VI) 6.2% (60.2%) showed partial overlap of H3K4me3 and
H3K27me3 on the gene body (“Other” state). We found that
overlapping H3K4me3 and H3K27me3 signals, averaged over
categories (IV) to (VI), were most prominent between the TSS
(included) and 1,000 bases downstream of the TSS (TSS + 1000
nucleotides; Figure 3D).

Correlations between H3K4me3 and H3K27me3
Modification and Gene Expression in PCCs

We first examined the fractions of expressed and nonexpressed
genes within the six chromatin states defined above (Figure 3E).
Onaverageover the four timepoints, the state I genes lackingboth
H3K4me3 and H3K27me3 were mostly (78.4% 6 0.7%) not ex-
pressed (FPKM < 1), and the fraction increased even further
(86.7% 6 0.6%) among the state III genes that carried only
H3K27me3on their genebody.Bycontrast,most (84.2%60.7%)
of the state II genes with only H3K4me3 were expressed (FPKM
>1). Interestingly, compared with state II genes, the fraction of
expressed genes increased to 97% 6 0.1% among the state IV
genes, which is defined as E-state, displaying narrowpeaks of the

supposedly repressiveH3K27me3markwithin broaderH3K4me3
regions. By contrast, partially overlapping H3K4me3 and
H3K27me3 marks, state VI, did not change the fraction of ex-
pressed genes (87.3%$ 0.6%) in comparison to state II, whereas
the presence of broad H3K27me3 regions with narrow H3K4me3
peaks in state V (H-state) strongly decreased the likelihood of
expression (50.8% 6 1.2%).
Among the expressed genes (Figure 3F), there were significant

differences between different states with respect to mean ex-
pression (analysis of variance P value < 0.001), and the E-state
(state IV) was associated with the highest expression level, fol-
lowed by H3K4me3 only (state II), and partial overlapping of
H3K4me3 and H3K27me3 (state VI). The H-state (state V) con-
siderably reduced the mean expression level, and the genes
covered with broad H3K27me3 regions alone (state III) exhibited
the lowest expression. For expressed genes, the H3K4me3 sig-
nals were always (in states III to VI) significantly positively cor-
related with gene expression levels (Figure 3G). Interestingly,
H3K27me3 signal was only negatively correlated with expression
when H3K27me3 alone was present on the gene body (state III),
and we found a significant positive correlation between
H3K27me3 signal and expression in the group of genes with
E-state (state IV, Figure 3G).

Correlations between Chromatin Modification and
Differential Gene Expression Changes

We next investigated the correlation between changes in histone
modifications and differential gene expression (Figure 4). Signif-
icant changes in H3K4me3 and H3K27me3 modification signals
occurred mostly between 0 LD and other time points (Figure 4A;
Supplemental Data Set 7 and 8). The signal change for H3K4me3
was positively correlated with expression change in all the six
pairwise comparisons (Figure 4B; Supplemental Figure 3A),
whereas the change in H3K27me3 was weakly positively corre-
latedwith expressionchange for comparisonsof 0LDwith the rest
of time points and the comparison of 1 LD to 3 LD (Figure 4B;
Supplemental Figure 3B). For genes that were differentially ex-
pressed between 0 LD and 3 LD, there was a considerable
agreement between the direction of expression change and di-
rection of H3K4me3 signal change (Figure 4C), but not between
expression change and H3K27me3 signal change (Figure 4D).
Finally, we examined the H3K4me3 and H3K27me3 modifi-

cation patterns and their dynamics at selected genomic loci in
PCCs (Figure 5). STM, AP1, and JAG displayed strong and even

Figure 3. (continued).

(C)LocationofH3K4me3andH3K27me3modificationsonprotein-codinggenes in thePCCsat0LD.Expressedgenesweresortedbyexpression level (rlog).
Genes with no detectable expression were sorted by H3K27me3 signal (H3K27me3/H3 fold change) levels. Blue and green colors indicate H3K4me3 and
H3K27me3, respectively.
(D)MeanH3K4me3 and H3K27me3 signals on protein coding genes with division into classes of chromatin states. Blue and green indicate H3K4me3 and
H3K27me3, respectively.
(E) Numbers of not-expressed/expressed genes in classes with various chromatin states. Light gray and black indicate not-expressed and expressed
protein-coding genes, respectively.
(F) Distributions of gene expression in chromatin state classes.
(G) Correlation between expression signal and modification signal (H3K4me3/H3 and H3K27me3/H3 fold changes) in classes of chromatin states.
Significance of r, the rank correlation coefficient, declared at P < 0.001.
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H3K27me3 across their entire promoter and gene body (Figures
5A to 5C), which is in agreement with the finding that these genes
were not expressed in PCCs (Figure 2A). The xylem marker gene
XCP1was marked neither with H3K4me3 nor H3K27me3 (state I;
Figure 5D), and its expression was almost undetectable in PCCs
(Figure 2A). The SUC2 locus in PCCs presented the H-state
(Figure 5E), which was associated with even expression
throughout the four time points (Figure 2A). By contrast, the
second PCC marker gene, AHA3, was marked neither with
H3K4me3 nor H3K27me3 (state I) in PCCs (Figure 5F). However,
the steady expression of AHA3 in PCCs throughout the four time
points (Figure 2A) suggests that expression of this gene could be
controlled by other epigeneticmarks not included in this study. Of
the circadian clock genes, the increased expression ofRVE8 after
the shift to LD (Figure 2B) was accompanied by acquisition of the

E-state at theTSS (Figure 5G).Bycontrast, theTSSsof bothPRR3
and PRR5were marked with H3K4me3 alone (Figures 5H and 5I).
H3K4me3 levels at these two genes significantly decreased after
the shift to LD and this decrease was associated with reduced
gene expression (Figure 2B). Concerning genes involved in reg-
ulating photoperiod-dependent flowering, decreased expression
of FKF1 in response to LD was accompanied by decreased
H3K4me3 level at the TSS (Figures 2C and 5J). The FT locus was
marked broadly with H3K27me3 throughout the experiment
(Figure 5K) and expression of FT was almost undetectable at the
timeof sampling (ZT6 to7; Figure 2C),whereas JMJ30expression
was associated with H3K4me3 mark at the TSS, and neither
expression nor modification levels changed after shifting to LD
(Figures 2G and 5L). Of the selected carbohydrate metabolism
genes, BE3, whose expression was significantly down-regulated
after shifting to LD (Figure 2D), presented E-state and neither
H3K4me3 nor H3K27me3 levels changed throughout the ex-
periment (Figure5M).Bycontrast,SEX1was initially inE-state, but
lost the H3K27me3 mark within 24 h after the shift to LD
(Figure 5N). Interestingly, this loss of H3K27me3 was accompa-
nied by decreased expression (Figure 2D). Finally, for the selected
genes involved in meristem development, changes in expression
ofCSN5A (Figure 2F) could not be attributed to changes in histone
marks, as H3K4me3 levels at the TSS did not change over the
course of the experiment (Figure 5O). Similarly, ATHB12, which
significantly increased in expression after shifting to LD
(Figure 2F), presented unchanged E-state throughout the ex-
periment (Figure 5P).
Taken together, our analyses provide a comprehensive de-

scription of the dynamic nature of gene expression and two im-
portant histone modifications, H3K4me3 and H3K27me3, in the
PCCs in response to change in photoperiod. Our results reveal
a good correlation between changes in H3K4me3 modification
and gene expression, as well as a weak positive correlation be-
tween changes of H3K27me3 modification and gene expression.
However, the two chromatin marks are not sufficient to explain
epigenetic regulatory mechanisms for all expression changes in
the PCCs. This is not surprising, as it is well known that the
transcriptome is modulated by a range of histone modifications.
However, as the number of nuclei isolated by INTACT is quite
small, these analyses focused on two important modifications,
H3K4me3 and H3K27me3.

MRF1 Is Expressed in Phloem Tissues and
Promotes Flowering

Many of the genes that responded rapidly to the change in day-
length in PCCs encode known regulators of the circadian clock,
thephotoperiodpathway,meristem identity, or starchmetabolism
(Figures2B to2E).However, ourdatasetsalso revealedpreviously
uncharacterized photoperiod-responsive genes that might con-
tribute to the regulation of flowering time. One gene that was
rapidly and strongly induced in response to LD is AT1G21920,
whichwenow refer to asMRF1 (Figures 2Eand6).MRF1hasbeen
annotated (Araport v11) as a putative histone H3 K4-specific
methyltransferase SET7/9 family protein. However, closer in-
spection revealed that, while the predicted protein contains
MORN-repeat motifs similar to the N-terminal regions of the

Figure 4. Correlation between Changes in H3K4me3 and H3K27me3
Marks with Gene Expression.

(A) Total numbers of H3K4me3 (light blue) and H3K27me3 (light green)
markswith signal changing significantly inpair-wise comparisonsbetween
time points. The darker colors indicate the numbers of genes intersecting
with the two histone marks, respectively.
(B) Change of expression signal versus modification signal for genes in
comparison between 0 LD and 3 LD. r, the rank correlation coefficients,
significant at P < 0.001. Dark points represent genes with significant
modification signal change.
(C) Changes of H3K4me3 signal on 104 genes differentially expressed
between 0 LD and 3 LD.
(D) Changes of H3K27me3 signal on 104 genes differentially expressed
between 0 LD and 3 LD.
For (C) and (D), open circles mark DEGs without modification marks and
filled circles indicate DEGs with changes in modification signal between
0 LD and 3 LD. Red, increasing modification signal; blue, decreasing
modification signal.
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Figure 5. Examples of H3K4me3 and H3K27me3 Dynamics in the PCCs during LD Induction of Flowering.

(A) to (T) IntegrativeGenomics Viewer traces of (A)STM, (B)AP1, (C) JAG, (D)XCP1, (E)SUC2, (F)AHA3, (G)RVE8, (H)PRR3, (I)PRR5, (J)FKF1, (K)FT, (L)
JMJ30, (M)BE3, (N)SEX1, (O)CSN5A, (P)ATHB12, and (Q)FLC. H3K4me3,H3K27me3, andH3signals aredepicted in blue, green, andgray, respectively.
Horizontal bars indicate regions and the significant enrichment of H3K4me3 and H3K27me3 (according to analysis in MACS2). The TSS is indicated using
a red triangle. The IntegrativeGenomicsViewer vertical data rangewasset as “0 to1,000” for all bar chart tracks, except for (E),where thedata rangewasset
to “0 to 5,000” due to the large number of ChIP-seq reads mapping to the SUC2 locus.



histone-Lys N-methyltransferase SET7/9 in animals, MRF1 ap-
pears to lack a proper SET domain (Supplemental Figure 4;
Yeates, 2002). It is therefore unlikely thatMRF1 functions as a real
methyltransferase, and its molecular function should be consid-
ered unknown.

To assess whether MRF1 plays a role in regulating flowering
time in Arabidopsis, we obtained three T-DNA mutants: mrf1-1
(GK-271A12) and mrf1-2 (SAIL_609_E11), which carry T-DNA
insertions at different positions in the first exon of the gene, and
mrf1-3 (SALK_055678), which has an insertion in the last exon
(Figure 6A). RT-PCR analysis did not detect substantial expres-
sion ofMRF1 inmrf1-1 andmrf1-2 plants, indicating that they are
strong mutant alleles (Figure 6B). However, partial transcripts
were detected in mrf1-3 plants, suggesting that this mutant may
retain residual MRF1 activity (Figure 6B). When grown at 23°C
under LD conditions, the flowering time phenotypes of the three
mrf1mutants were variable, withmrf1-1 being the only genotype
that flowered consistently later than wild-type Col-0 controls
(Figure 6C; Supplemental Table 1; Supplemental Data Set 9). We
thereforegrew theplants at reducedambient temperatures,which
is known to slowdown flowering, thereby revealing the phenotype
of weak flowering time mutants. At 18°C in LDs, we observed
statistically significant late flowering in all three mrf1 mutants
(Figure 6D; Supplemental Table 1; Supplemental Data Set 9).
Similar results were obtained when the three mrf1 mutants were
grown at 16°C in LDs, althoughmrf1-2 flowered only slightly later
than wild-type controls and the difference was not statistically
significant (Supplemental Table 1; Supplemental Data Set 9).
The consistent late flowering of multiple mrf1 alleles suggests
thatMRF1 plays a role in promoting flowering, an interpretation
that is further supported by the finding that constitutive
overexpression of MRF1 resulted in a strong early-flowering
phenotype (Figures 6C and 6E; Supplemental Table 1;
Supplemental Data Set 9). MRF1 is thus both necessary and
sufficient to promote timely flowering in response to induc-
tive photoperiods. The function of MRF1 appears to be FT-
dependent, as overexpression of MRF1 in an ft-10 mutant
background did not result in early flowering (Figure 6F;
Supplemental Table 1; Supplemental Data Set 9). Furthermore,
MRF1 seems to exert its functionmainly in LDs, aswe observed
onlyminor changes in flowering time in themrf1mutants in SDs
(Supplemental Table 1; Supplemental Data Set 9). However,
expression of MRF1 from the PCC-specific SUC2 promoter
(Supplemental Figure 5) had no significant effect on flowering
time in either LDs or SDs (Supplemental Table 1; Supplemental
Data Set 9), indicating that, under the conditions tested, MRF1
expression is also required in other cell types aside from PCCs
to promote flowering.

To integrate MRF1 into the existing genetic framework of
flowering-time control, we performed RT-qPCR analysis on the
known central regulators of the photoperiodic flowering pathway,
CO and FT (Figure 6G). We found that FT expression was sig-
nificantly lower in mrf1-1 mutants and higher in Pro35S:MRF1
plants than in wild-type controls. However, levels of CO ex-
pression were not significantly different in these lines, indicating
that MRF1 does not act upstream of CO in the photoperiod
pathway. Thus, we conclude that MRF1 positively regulates FT to
promote flowering under LD conditions.

DISCUSSION

Tissue- and Cell-Type–Specific Chromatin States

In recent years, increasing numbers of studies have revealed that
different cell types can exhibit distinct epigenetic features. For
example, uniqueDNAmethylationpatternshavebeen reported for
different cell types in the root apical meristem (Kawakatsu et al.,
2016), and the H3K27me3 and DNA methylation patterns in
endosperm nuclei varied in a cell-type–specific and also a parent-
of-origin–specific manner (Moreno-Romero et al., 2017).
Interestingly, the spatiotemporal expression of Polycomb
Repressive Complex 2 genes corresponds with differential
H3K27me3 modification in vascular and nonvascular cells in the
root (de Lucas et al., 2016). However, the precise mechanisms by
which dynamic changes in epigenetic marks contribute to the
adjustment of transcriptional programs during plant development,
differentiation, and growth in response to environmental changes
have only begun to be investigated (de Lucas et al., 2016;
Kawakatsu et al., 2016; Moreno-Romero et al., 2017; Palovaara
et al., 2017; You et al., 2017; Maher et al., 2018).
Wehavepreviously shown thatduring the transition toflowering

at the Arabidopsis SAM, H3K4me3 is a better indicator of change
in gene expression than H3K27me3, which is usually considered
a repressive epigenetic mark (You et al., 2017). Similar ob-
servations have been reported in a recent study that investigated
changesofH3K4me3andH3K27me3modifications during flower
development with temporal and tissue-specific resolution
(Engelhorn et al., 2017). However, at the SAM we observed
H3K27me3 not only on the gene body, where its presence was
indeed indicative of gene silencing, but also in relatively narrow
peaksat theTSSof expressedgenes (Youet al., 2017). In the latter
situation, we distinguished between H- and E-states, depending
on the relative width of the H3K4me3- and H3K27me3-marked
region within 6500 bp around the TSS of expressed genes (You
et al., 2017). TheE-state,whichwedefinedasnarrowH3K427me3
peaks embedded (“E”) in broaderH3K4me3-marked regions, was
observed for >9,000 genes at the SAM. As this chromatin state
was not apparent in an INTACT study on hair and nonhair cells in
the root epidermis (Deal and Henikoff, 2011), and was also largely
absent from whole seedling data (Sequeira-Mendes et al., 2014;
You et al., 2017), the E-statewas initially speculated to be specific
to the undifferentiated cells at theSAM.However, in this study,we
alsodetected theE-stateon>10,000gene loci in thedifferentiated
PCCs, indicating that this chromatin state is not specific to un-
differentiated cells. Furthermore, we found that the relatively great
depth of sequencing in our study contributed to the detection of
the E-state. This is not surprising as it has been shown that se-
quencing depth has a significant impact on identification of
H3K27me3 marks by ChIP-seq (Jung et al., 2014). Previous
studies that definedmultiple chromatin states inArabidopsiswere
mainly performed by microarray and/or on complex tissues (Deal
and Henikoff, 2011; Roudier et al., 2011; Sequeira-Mendes et al.,
2014), whichmight explainwhy thesemore specialized chromatin
stateswerenotdetected, orwereat least underestimated, in these
earlier studies.
Overlapping epigenetic marks in ChIP-seq data (such as the

E-state andH-state) can indicate bivalencywhere a single histone
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Figure 6. MRF1 Promotes Flowering.

(A) Gene model of MRF1 showing the positions of mrf1-1, mrf1-2, and mrf1-3 T-DNA insertions and the primer pairs used for RT-PCR analysis.
(B)DetectionofMRF1 transcript inwild-typeCol-0plantsandhomozygousmrf1-1,mrf1-2, andmrf1-3mutantplants.Plantsweregrown in23°CLDs for8d.
(C) Flowering-time phenotypes of 4-week-old wild-type Col-0, mrf1-1, and Pro35S:MRF1 plants grown in 23°C LDs. The Pro35S:MRF1 plant is the
homozygous T3 generation.
(D) Flowering time of wild-type Col-0 and the three mrf1 mutants grown in 18°C LDs.
(E) Flowering time of wild-type Col-0 and two independent Pro35S:MRF1 homozygous T3 lines grown in 23°C LDs.
(F) Flowering time of ft-10 and Pro35S:MRF1 in ft-10 T1 Plants Grown in 23°C LDs.
For (D) to (F),whitecirclesshowthemedians,box limits indicate the25thand75thpercentiles,whiskersextend1.5 times the interquartile range fromthe25th
and 75th percentiles, and polygons represent density estimates of data. Numbers of plants are shown above. Significant differences from the control
population, calculated using Student’s t test, are shown above each violin plot. **P < 0.01; n.s., not significant.
(G)ExpressionofCO andFT in 10-d-oldCol-0,mrf1-1, andPro35S:MRF1plants grown in 23°CLDs. Sampleswere harvested at ZT15.Data show themean
of three biological replicates, normalized against TUB2 and relative to Col-0, and error bars indicate the SE. Significant differences, calculated using
Student’s t test, are shown above. *P < 0.05.
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molecule carries more than one modification. In plants, bivalency
has been detected at individual gene loci such as FT and FLC, as
well as in whole-genome studies (Jiang et al., 2008; Deal and
Henikoff, 2011; Sequeira-Mendes et al., 2014; Engelhorn et al.,
2017). It is tempting tospeculate that theconcomitant detectionof
H3K4me3 and H3K27me3 on some of the E-state and H-state
genes in PCCs could indicate true bivalency. However, it should
be noted that the co-occurrence of these two marks in our data
might also reflect differences in chromatinmodifications between
different PCCcells, or between twosister chromosomes in agiven
cell. It would be very interesting if at least some of the genes in
E-state and H-state were bivalently marked, but testing for bi-
valency would require sequential ChIP, which is not currently
feasible given the limited number of nuclei obtained by INTACT.

Interestingly, only ;1/3 of all genes in E-states in SAM and
PCCs are shared between the two tissues. This suggests that,
even though the analyses were performed slightly differently
between the two tissues, the E-state might be more widespread
than previously thought. Similar to the situation described in the
SAM (You et al., 2017), the E-state in PCCs was relatively stable.
Only 1,787 (22.8%) of the genes that were in E-state in SD
(n = 7902) acquired a different chromatin state in response to the
shift to LD (Supplemental Data Set 6). Furthermore, the E-state in
PCCsdidnotalwayscorrespond togeneexpressionchanges.For
example,BE3,CSN5A, andATHB12, which significantly changed
inexpressionafter shifting toLD (Figure2), hadunchangedE-state
throughout the course of the experiment (Figures 5M, 5O, and5P).
By contrast, decreased expression of SEX1was accompanied by
the change from initial E-state to state II (H3K4me3 only) within
24hafter the shift to LD (Figure 5N). Themost likely explanation for
this disconnect between chromatinmarks and gene expression is
thatadditional epigeneticmodifications,whichwerenotexamined
in this study due to limited input material, contribute to the reg-
ulationofgeneexpression. Interestingly, theH-stateappears tobe
more stable in PCCs compared with the SAM, where about half of
the H-states present in the vegetative meristem resolved, after
flowering, into nonoverlapping, partially overlapping, or E-states
(You et al., 2017). By contrast, in PCCs only 25% (n = 130) of the
genes inH-state inSD (n=521) changed toother chromatin states
in the 3-LD samples (Supplemental Data Set 6), indicating that
there are differences in chromatin dynamics between the differ-
entiated PCCs and the largely undifferentiated cells in the SAM. In
summary, our findings suggest that the chromatin landscape in
Arabidopsis and itsdynamic responses toenvironmental changes
might be even more complex than previously thought, and that
tissue- and cell-type–specific studies are needed to capture this
complexity.

Spatiotemporal Epigenomic Regulation of Gene Expression
in PCCs

Transcriptional control is a complex process that is governed in
part by epigenetic modifications and chromatin structure, which
regulate access of transcription factors to DNA, and a growing
number of epigenetic modifiers have been implicated in the
regulation of plant growth and development in response to en-
dogenous and environmental signals (Yang et al., 2010, 2016;
Gu et al., 2013; Wang et al., 2014; Jeong et al., 2015). Several of

these epigenetic modifiers regulate gene expression indirectly by
modulating theactivityof thecircadianclock, andsomechromatin
dynamics have been shown to follow a circadian rhythm (Jones
et al., 2010; Malapeira et al., 2012). This may be the reason why
epigenetic modifications at the FT locus did not change signifi-
cantly throughout the experiment, and why the expression of
known epigeneticmodifiers of FTwasmostly unchanged in PCCs
after shifting fromSD to LD (Supplemental Figure 6). For example,
JMJ30, which has been shown to repress flowering by deme-
thylation of H3K36me2 marks at the FT locus (Yan et al., 2014), is
hardly detectable in our samples, but this is in agreement with
previous reports demonstrating that expressionof JMJ30 is under
circadiancontrol and isat itsminimumat the timeofsampling (ZT6
to7; Joneset al., 2010; Luet al., 2011).JMJ30expressionpeaks at
the end of LD (ZT 12 to 20) and has the strongest effect on FT
expression at ZT16, when FT expression also peaks (Gan et al.,
2014;Yanetal., 2014).At all four timepoints sampled, theFT locus
was covered with broad H3K27me3 marks (Supplemental Data
Set 5). One possible explanation is that H3K27me3 is under cir-
cadian control and is removed and re-established over the course
of the day to allow expression of FT only at the end of the day.
Emphasizing the importance of tissue-specific epigenetics, we

detectedan increase inWDR5Aexpression (Figure2G).WDR5A is
recruited by FRIGIDA to mediate deposition of H3K4 methylation
on the FLC promoter and thus promote FLC expression (Jiang
et al., 2009, 2011). In our data set, the increased expression of
WDR5A was not associated with any change in expression or
chromatin state of FLC in the PCCs (Supplemental Data Set 1;
Figure 5Q), suggesting thatWDR5Amight target other genes than
FLC in the PCCs. It is known that the COMPASS-like histone
methylase complex, of which WDR5A is a core component, is
recruited by basic Leu zipper transcription factors to the pro-
moters of endoplasmic reticulum stress-responsive genes (Song
et al., 2015b). Thus, it would be interesting for future research to
identify the interacting protein(s) in the PCCs that recruit(s) the
increased amount of WDR5A to deposit H3K4me marks for ac-
tivating specific gene expression in response to photoperiod
changes.

A Link between Photoperiodic, Metabolic, and Epigenetic
Regulation of Gene Expression

In both the animal and the plant kingdoms, gene expression,
metabolism, and chromatin dynamics have been shown to be
controlled by the circadian clock, and thus follow a circadian
rhythm.Metabolitesandepigeneticmodulatorscan in turndirectly
regulate the nuclear transcription of clock oscillators. Studies in
mammalian cells show thatmany key energymetabolites, such as
acetyl-CoA, S-Adenosyl methionine, NAD+, and ATP, are sub-
strates and essential cofactors for epigenetic enzymes such as
histone acetyltransferases (HAT) and HMT, and thus modulate
gene expression via epigenetic mechanisms (Shahbazian and
Grunstein, 2007; Donohoe and Bultman, 2012; Mentch et al.,
2015). Emphasizing the importance of tissue-specific studies,
analyses of liver tissue revealed a circadian clock-mediated
metaboloepigenetic mechanism of transcriptional regulation
(Shahbazian and Grunstein, 2007; Donohoe and Bultman, 2012;
Mentch et al., 2015). Briefly, the abundance of NAD+ is regulated
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via circadian rhythms, and the NAD-dependent histone deace-
tylases sirtuin-1 and -6 regulate the expression of Circadian Lo-
comotor Output Cycles Kaput (CLOCK) and Brain and Muscle
Arnt-Like protein-1, the two transcription factors at the core of the
circadian transcriptional circuits, by targeting acetylated histone-3
residues at these gene loci (Etchegaray and Mostoslavsky,
2016). Interestingly, the core mammalian circadian oscillator
CLOCK is itself also a HAT (Doi et al., 2006).

In plants, the highly complex tissue-specific gene regulation
and crosstalk of coordinated photoperiodic, metabolic, and epi-
genetic networks have not been well-integrated, largely because
of the poor accessibility ofmany plant tissues and cell types, such
as the SAMandPCCs. In our PCC-specific data set, wewere able
to identify several links between these various networks. For
example, the expression of WDR5A, a core component of the
COMPASS-like histonemethylase complex, was significantly up-
regulated in response tophotoperiodchanges (Figure2G), and the
MYB transcription factors RVE8 and CCA1, which are involved in
the regulation of H3 acetylation level at the TOC1 locus (Farinas
and Mas, 2011), also significantly changed their expression after
the shift to LD (Figure 2B). In addition, we detected altered ex-
pression of key enzymes involved in energy metabolism after
shifting to LD (Figure 2D; Table 1; Supplemental Data Set 2). In
Arabidopsis, the redox of NADPH and NADP+, as well as their
ratio, has been shown to be driven by circadian rhythm, and
a perturbation in the redox status can change expression of both
morning andevening clock genes and lead to reinforcement of the
circadian clock (Zhou et al., 2015). Recently, acetyl-CoA has been
shown to promote histone acetylation, predominantly at H3K27
(Chen et al., 2017). As the 24-h rhythmic oscillation in H3K4me3
andH3acetylationhasbeensuggested to facilitate transcriptional
activation of the central clock oscillators (Malapeira et al., 2012),
and because acetyl-CoA and NAD+ are substrates and essential
cofactors for HAT and HMT enzymatic activities (Shahbazian and
Grunstein, 2007; Donohoe and Bultman, 2012; Mentch et al.,
2015), it is conceivable that a circadian clock-mediated metab-
oloepigenetic mechanism of transcriptional regulation might also
exist in planta. However, because plants display more complex
metabolic and redox pathways than animals, such a mechanism
might be more complex than previously portrayed in proposed
models. The PCC-specific INTACT line generated in this study
provides the ideal platform to further investigate the dynamic
nature of gene expression and epigenetic marks, for example by
obtaining a full diurnal series to resolve the high complexity of the
coordinated photoperiodic, metabolic, and epigenetic gene
regulation pathways with temporal and cell type-specific
resolution.

Potential Roles of MRF1 in Regulating Flowering Time

While expression of most epigenetic modifiers was comparable
in the SAM and in PCCs(Supplemental Figure 6), one gene,
AT1G21920 (MRF1), which has previously been annotated as
a putative histone H3 K4-specific methyltransferase SET7/9
family protein, was significantly induced specifically in PCCs
within 24 h after the shift to LD (Figure 2E). The locus exhibited
stable E-state throughout the experiment (Supplemental Data Set
6). MRF1mRNA has previously been detected in phloem exudate

(Deeken et al., 2008), which is in agreement with our finding that
MRF1 is expressed in the phloem tissues.
Analysis of the MRF1 domain structure suggests that it is un-

likely to function as a real methyltransferase, as it lacks a proper
SET domain, but interestingly MRF1 shares some similarities with
phosphatidylinositol-4-phosphate 5-kinases (IPR023610), par-
ticularly in two transmembrane helical repeats (Supplemental
Figure 4; The UniProt Consortium, 2017). Phosphatidylinositol-
4-phosphate 5-kinases are involved in the production of
phosphatidylinositol-4,5-bisphosphate, a precursor to inosi-
tol-1,4,5-triphosphate anddiacylglycerol, twocompounds that
regulate diverse cellular and developmental processes, in-
cluding flowering (Ischebeck et al., 2013; Nakamura et al.,
2014a). In this context, it is noteworthy that FT has been shown
to bind certain phospholipids and that this interaction is im-
portant for its flowering-promoting function (Nakamura et al.,
2014b). Irrespective of itsmolecular function, whichwill need to
be determined later, MRF1 clearly participates in the regulation
of flowering time and functions upstream of FT.
MRF1 expression has also been shown to be significantly in-

duced in Arabidopsis suspension culture cells in response to Suc
starvation (Contento et al., 2004). This study also identified three
class II trehalose-6-phosphate synthases (TPS), which have been
suggested to regulate TPS1, the main T6P-synthesizing enzyme
in Arabidopsis (Paul et al., 2008), that were significantly up-
regulated upon Suc starvation. T6P has been suggested to
function as a signaling molecule that informs the cell about car-
bohydrate availability (Lunn et al., 2006; Ponnu et al., 2011). In-
terestingly, the tps1-2mutant fails to induce FT in the PCCs even
under otherwise inductive LD conditions, indicating that T6P/
TPS1 signaling is required for flowering (Wahl et al., 2013). It will be
interesting to see if MRF1 is involved in the integration of the T6P/
TPS1 signal into the canonical flowering time pathways. T6P
signaling has also been implicated in the regulation of diurnal
starch synthesis and breakdown (Kolbe et al., 2005; Lunn et al.,
2006; Ponnu et al., 2011) and it is interesting to note that genes
involved in starchmetabolismare among those that respondmost
quickly to the shift from SD to LD (Figure 2D). The identification of
MRF1 as a regulator of flowering in Arabidopsis demonstrates the
power of cell-type–specific transcriptomic and epigenomic
approaches.

METHODS

Plant Material and Growth Conditions

Arabidopsis (Arabidopsis thaliana) accession Col-0 was used as wild type
in this study. The homozygous ft-10 (GABI_290e08) plants have been
described in Yoo et al. (2005). The mrf1-1 (GK-271A12), mrf1-2
(SAIL_609_E11), and mrf1-3 (SALK_055678) alleles were obtained from
theNottinghamArabidopsis StockCentre, andhomozygousmrf1-1,mrf1-
2, and mrf1-3 plants were identified by genotyping using primers de-
signed by the online T-DNA Primer Design Tool (http://signal.salk.edu/
tdnaprimers.2.html; Supplemental Table 2).

Seeds were stratified in 0.1% agar at 4°C for 3 d in the dark before
sowing, tosynchronizegermination.All plantsweregrownonsoil or 1/2MS
agar plates containing antibiotics in growth chambers at 23°C with 65%
relative humidity. A mixture of Cool White and Gro-Lux Wide Spectrum
fluorescent lights,withafluence rateof125 to175mmolm22s21,wasused.
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LDs were 16 h of light and 8 h of dark, and SDs were 8 h of light and 16 h of
dark. In floral induction experiments, plants were grown on soil in SD for
21 d before shifting to LD. Phenotyping of the flowering time of mrf1
mutantswas performed under LD conditions at 16°C, 18°C, and 23°C, and
under SD conditions at 23°C, respectively.

Molecular Cloning

For preparation of the PCC-tagged INTACT reporter line, the ProSUC2:
RedNTFconstructwasgeneratedbyamodifiedGateway recombinationof
the entry plasmid pYY1204 (You et al., 2017) that carries the red nuclear
envelope-targeting protein (RedNTF), consisting of the tryptophan-pro-
line-proline domain at the N terminus, followed by red fluorescent protein
(mCherry), and the biotin ligase recognition peptide at the C terminus, into
a pGREEN-IIS based destination vector (pHW058) that harbors the Ara-
bidopsisSUC2 (AT1G22710) promoter (Mathieu et al., 2007). TheGateway
reaction was performed with the Gateway LR clonase II Enzyme mix (In-
vitrogen). Subsequently, the ProSUC2:RedNTF construct was trans-
formed into homozygous ProUBQ10:BirA lines (You et al., 2017), making
use of Agrobacterium tumefaciens strain ASE and the floral dip method
(Clough and Bent, 1998). Homozygous PCC-tagged INTACT lines were
identifiedby selective germination on1/2MSagar plates containing 50mg/
mL of kanamycin.

The Pro35S:MRF1 line and the ProSUC2:MRF1 transgenic lines were
also generated in this study. Briefly, total RNAwas extracted from 3-week-
old LD-grown seedlings using the RNeasy Mini Kit (Qiagen), and genomic
DNA was removed from the RNA samples by DNase I treatment (Thermo
Fisher Scientific). First-strand cDNA was synthesized with ThermoScript
Reverse Transcriptase (Thermo Fisher Scientific) using oligo(dT) primers,
and the full-length MRF1 coding sequence was amplified by PCR using
gene-specific primers containing EcoRI and BamHI sites (Supplemental
Table 2). The PCR product was cloned into the Gateway entry vector
pJLBlue reverse (Mathieu et al., 2007) by a restriction enzyme ligation
reaction with T4 DNA ligase (New England Biolabs) to make pYY1601,
which was subsequently recombined into two pGREEN-IIS–based
destination vectors containing the 35S promoter (pFK210) and SUC2
promotor (pHW058) in front of the attR1-attR2 GateWay recombination
cassette, respectively (Mathieu et al., 2007). The Pro35S:MRF1 and
ProSUC2:MRF1 constructswere transformed intoCol-0 and ft-10 plants
using the floral dip method (Clough and Bent, 1998), and the transgenic
lineswere selected by germination of T1 seeds on soil wateredwith 0.1%
glufosinate (BASTA) and on 1/2 MS agar plates containing 50 mg/mL
of kanamycin, respectively. Two independent Pro35S:MRF1 T1 lines
(Supplemental DataSet 9)were continued to the T3 generation for further
characterization.

Sequences of all primers used in this work are listed in Supplemental
Table 2. PCR reactions were performed using Taq polymerase (New
England Biolabs), and all constructs were verified by Sanger sequencing
after cloning.

Flowering Time Measurement

Flowering timewasmeasuredusing the total numberof leavesat the timeof
bolting, and in some cases the chronological time to flowering. The rosette
leaves were counted when the bolting shoot reached;1 cm in length and
thecauline leaveswerecountedwhen theywereall visibleon theshoot.The
number of days to flowering was counted from the day the seeds were
placed in the growth chamber until the opening of the first flower. The
significance of differences in flowering time between genotypes was
calculated using Student’s t test. Violin plots were generated using the
BoxPlotR web tool (Spitzer et al., 2014).

Microscopy

A Zeiss Axioplan 2 imaging system was used for imaging the histological
sections and for examining the quality and quantity of purified nuclei
after each INTACT experiment using 49,6-diamidino-2-phenylindole and
mCherry filters.

Sample Collection and INTACT Purification of PCC Nuclei

Toevaluate theenrichmentofPCC-specificnuclei after INTACT,ProSUC2:
RedNTF ProUBQ10:BirA seedswere sown directly on soil and germinated
in LD. Leafmaterial fromapproximately sixty 24-d-old plants per biological
replicatewas collected, frozen immediately in liquid nitrogen, and stored at
280°C until further use. A quantity of 1.5 g of the collected material was
used for INTACT as described in You et al. (2017). Minor modifications
comparedwith theoriginal protocolwere theadditionof 5mMdithiothreitol
to the nuclear purification buffer and omission of bovine serum albumin
during the purification.

The SD to LD shift experiments were performed with three in-
dependent biological replicates. For each biological replicate, ;500
plantswere grown in SD, and the 0 LD, 1 LD, 2 LD, and 3 LDsampleswere
collectedon the21st d inSDand1, 2, and3dafter the shift to LD. For each
sample, shoot material from;120 plants was collected and immediately
frozen in 50-mL falcon tubes suspended in liquid nitrogen. The samples
were collected at ZT 6 to 7 and samples were stored at 280°C before
INTACT purification. The INTACT experiments were performed as de-
scribed in You et al. (2017), with ;1/3 of the ground tissue used for
isolating nonfixed nuclei for transcriptome analysis by the RNA-seq
method and the remaining ;2/3 of the ground tissue used for isolating
fixed nuclei and subsequently used to analyze histone modifications by
theChIP-seqmethod. The purity and yield of intact nuclei were assessed
bymicroscopy and nuclear samples were stored at280°C before further
experiments.

RNA-seq

RNA-seqwasperformed for three biological replicates from independently
grown plants harvested 0 LD, 1 LD, 2 LD, and 3 LD after the shift to LD. For
each sample, nuclear RNA was extracted from ;10,000 nonfixed nuclei
using the RNeasy Micro Kit (Qiagen), and further treated with DNase I
(0.05 U permL) for 30min at 37°C (Thermo Fisher Scientific) to remove any
contaminating genomic DNA. Afterwards, the RNA was purified a second
time using the RNeasy Micro Kit (Qiagen). Using;500 pg RNA, measured
using the RNA 6000 Pico Kit (Agilent), double-stranded cDNA was am-
plifiedusing theSMARTerUltra Low InputRNA for IlluminaSequencing-HV
kit (Clontech). The concentration and yield of the amplified cDNA were
determined using the High Sensitivity DNA Kit (Agilent). The RNA
sequencing samples were prepared from 1 to 2 ng of amplified double-
stranded cDNA using the Low Input Library Prep Kit (Clontech) as de-
scribed in You et al. (2017). Sequencing libraries were validated using the
High Sensitivity DNA Kit (Agilent), and sequencing was performed on an
Illumina Hiseq 2000 system. Approximately 30 million 23 101-bp paired-
end reads that passed the Illumina quality control filter were collected for
each sample (Supplemental Data Set 10).

ChIP-seq

The ChIP experiments were performed as described in You et al. (2017).
Briefly the chromatin was prepared from ;10,000 purified fixed nuclei
per sample, and sheared to 100–500-bp fragments using a focused-
ultrasonicator (Covaris S2 system) as described in You et al. (2017). The
sheared chromatin was divided into three aliquots at the ratio of 1:2:3 for
immuno-hybridizationwith anti-H3 antibody (Millipore, Cat.17-10254, Lot.
2,051,404), anti-H3K4me3 antibody (Millipore, Cat. 17-614, Lot.1973237),
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and anti-H3K27me3 antibody (Active Motif, Cat. 39155, Lot. 25,812,014),
respectively. The specificity of the antibodies had been verified previously
by immunoblot and dot blot analyses (You et al., 2017). Approximately
50pgofChIPDNAper samplewasobtained andused toprepareChIP-seq
libraries using the ThruPlex-FD Prep Kit (Rubicon Genomics). The linear
amplification and the sequencing samples weremonitored by quantitative
PCR including SYBR Green I (Invitrogen). Libraries were quantified using
the KAPA Library Quantification Kit (KAPABIOSYSTEMS), and further
evaluated on a high sensitivity DNA chip (Agilent). Libraries were se-
quenced on Illumina HiSeq 2000 and Miseq systems for collecting 50-bp
single-end or 150-bp paired-end reads. Sequencing depth ranged from32
to 71 million reads, depending on replicate and antibody used (Sims et al.,
2014; Supplemental Data Set 10). Only Read 1 of the 150-bp paired-end
reads was used and further trimmed to 50 bps. The ChIP-seq data were
collected for each 0 LD, 1 LD, 2 LD, and 3 LD samples from two biological
replications (Supplemental Data Set 10).

Transcriptome Data Analysis

Next generation sequencing (NGS) reads were mapped to Arabidopsis
reference transcriptome TAIR10 ver. 24, with rRNA regions (2:3471-
9557; 3:14197350-14203988) masked, using TopHat 2.0.13 (parame-
ters: no-mixed alignments; up to 20 secondary alignments; no novel
junctions; Trapnell et al., 2009). Counts of NGS reads covering tran-
scripts were computed using the function “summarizeOverlaps”
(Lawrence et al., 2013) in R. Expressed genes were defined as those
having the value of FPKM > 1 at a given time point. Read counts were
submitted to differential gene expression analysis in Deseq2 (default
parameters; false-discovery rate, FDR < 0.05; Love et al., 2014). Reg-
ularized logarithms of read count computed by Deseq2, denoted by rlog,
were used to analyze relationships between gene expression level and
histone modifications signal.

RT-qPCR Analysis Using INTACT Purified Nuclei

Crude nuclei (input) and INTACT-purified PCC-specific nuclei were pre-
pared from leaf material of 24-d-old LD-grown ProSUC2:RedNTF
INTACT reporter line. Total nuclear RNA was isolated from each sample
using the RNeasy Micro Kit (Qiagen). DNase I treatment was performed
on column during an RNA extraction procedure following the manu-
facturer’s instructions. RNA was quantified using a 10-fold diluted Qubit
RNA BR Assay (Thermo Fisher Scientific) in a Bio-Rad CFX96 machine,
and;0.1 to 2 ng of RNA was used for cDNA synthesis and amplification
using the SMART-seq2 protocol (Picelli et al., 2013). The amplified cDNA
waspurifiedusing theQIAquickPCRpurificationKit (Qiagen) andusedas
the template for qPCR reactions including SYBR Green I (Roche Life
Science) in a Bio-Rad CFX96 machine. The CT values of each examined
genes were normalized to the average CT values of elongation factor 1a
(EF1A) and second b-tubulin-encoding (TUB2) house-keeping genes,
and the relative gene expression in the INTACT samples over the ex-
pression in the input samples was calculated using the DDCT method.
Because amplification signals ofML1 andSCR in some INTACT samples
did not cross the detection threshold, the CT values were set to 50 to be
able to conservatively estimate the differences in expression. qPCR
analysis was performed for three biological replicates that were grown at
the same timebut harvested andprocessed independently of each other,
with three technical repetitions per sample.

RT-PCR Analysis of MRF1 and RT-qPCR Analysis of the
Flowering-Time Genes

Whole-seedling samples of wild-type Col-0, mrf1 mutants, ProSUC2:
MRF1 and Pro35S:MRF1 lines were collected at ZT15, 8 d after sowing.

RNAwas extracted using the RNeasy Plant Mini kit (Qiagen), and treated
with DNase I (Thermo Fisher Scientific) to remove any contaminating
genomicDNA.cDNAwassynthesized from1mgRNAusing theRevertAid
First Strand cDNA synthesis kit (Thermo Fisher Scientific) with oligo-dT
primers, and the cDNA was used as template in semi-quantitative PCRs
(semi-qPCR) with DreamTaq (Thermo Fisher Scientific) or in qPCR re-
actions using SYBR Green I (Roche Life Science) in a Bio-Rad CFX96
machine. qPCR analysis was performed using three independently
grown biological replicates of each genotype with three technical rep-
lications per sample. Primer sequences are listed in Supplemental
Table 2.

Histone Modification Data Analysis

Fifty-bp single-end NGS reads were mapped to the Arabidopsis reference
genome TAIR10 ver. 24 using Bowtie2 2.2.4 (Langmead and Salzberg,
2012; minimum alignment score ‒12.5; uniquely mapped reads only).
The sets of aligned H3K27me3 and H3 reads were down-sampled to
minimumnumber of reads, respectively, for peak-calling from the same
sequencing depth in all samples (Jung et al., 2014). Significant en-
richment regions in H3K4me3 and H3K27me3 samples, relative to H3
control samples, were identified using MACS2 2.1.0 (default settings
for H3K4me3, FDR < 0.05; broad-peaks mode for H3K27me3, FDR <
0.1; Zhang et al., 2008b; Kellis et al., 2014). Regions for which the
difference between signal levels measured by FPKM(ChIP)/FPKM(H3
control) in the ChIP-seq data collected from the two independently-
grownbiological replicates of each timepoint (0 LD, 1 LD, 2 LD, and3LD
after the shift to LD) constituted “far” outliers (procedure boxplot in
Genstat 18; VSN International, https://www.vsni.co.uk/) were filtered
out. Consensus regions found as a sum of regions from two biological
replicates of the ChIP-seq data collected for each antibody and time
point were taken as histone modification marks. Differential modifi-
cation analysis for H3K4me3 and H3K27me3 marks in pair-wise
comparisons of time points was performed using DiffBind (Bio-
conductor 3.2;minoverlap = 1;FDR<0.01; Stark andBrown, 2011). The
modification marks were intersected with annotated genes to obtain
a list of genes with specific coverage by H3K4me3 and H3K27me3.
Multiple marks intersecting with a gene were joined into one mark with
combined limits and average signal. The mapped reads and modifi-
cation marks were visualized using the Integrated Genomics Viewer
(Robinson et al., 2011).

GO Term Analysis

AmiGO 2 (version 2.5.8) was used for GO analysis (Carbon et al., 2009) to
assess the overrepresentation in biological processes of significantly
DEGs. Tests were performed using Fisher’s Exact with FDR multiple test
correction, and only FDR < 0.05 were considered as significant. To reduce
the complexity, redundant child terms based on GO hierarchy were re-
moved from the reports.

Alignment and Domain Analysis

Protein sequencesof humanSETdomain-containingprotein7,mouseSET
domain-containing protein7, Arabidopsis SDG1, and MRF1 were aligned
using the CLC Main Workbench (Version 7.9.1; standard parameters).
The sequence and domain information were obtained from The
UniProt Consortium (2017).

Accession Numbers

ChIP-seq and RNA-seq data have been deposited in ArrayExpress
database at European Bioinformatics Institute as part of the European
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Molecular Biology Laboratory (EMBL-EBI; www.ebi.ac.uk/arrayexpress)
under accession numbers E-MTAB-5736 and E-MTAB-5737.

Supplemental Data

Supplemental Figure 1. Replicability of RNA-seq data and ChIP-seq
data. Related to Figures 2 and 3.

Supplemental Figure 2. Distribution of length of H3K4me3 and
H3K27me3 marks, and location of H3K4me3 and H3K27me3 mod-
ifications on the protein-coding genes in the PCCs. Related to
Figure 3.

Supplemental Figure 3. Correlations between change in expression
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