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ABSTRACT
The objective of this research was to assess the implementation of collecting patient-reported 
outcomes data in the outpatient clinics of a large academic hospital and identify potential barriers 
and solutions to such an implementation. Three PROMIS computer adaptive test instruments, (1) 
physical function, (2) pain interference, and (3) depression, were administered at 23,813 patient 
encounters using a novel software platform on tablet computers. The average time to complete 
was 3.50 ± 3.12 min, with a median time of 2.60 min. Registration times for new patients did not 
change significantly, 6.87 ± 3.34 to 7.19 ± 2.69 min. Registration times increased for follow-up 
(p = .007) from 2.94 ± 1.57 (p < .01) min to 3.32 ± 1.78 min. This is an effective implementation 
strategy to collect patient-reported outcomes and directly import the results into the electronic 
medical record in real time for use during the clinical visit.

1. Background

Most clinicians are time pressured in clinic and col-
lection and analysis of outcome measures during the 
clinical visit is nearly impossible. However, the use of a 
standard set of patient-reported outcomes (PROs) may 
help inform treatment decisions during the visit.

Currently, there is a lack of standardized outcome 
measures or methods to study the effects of treatment 
and to effectively monitor and document patient out-
comes. (Black, 2013; Chen, Ou, & Hollis, 2013; Reeve et 
al., 2007) To that end, the National Institutes of Health 
(NIH) previously funded a consortium from (2004 to 
2014) in order to produce and refine the Patient-Reported 
Outcome Measurement Information System (PROMIS). 
(Cella, Riley, Stone, et al., 2010; Cella et al., 2007; Fries, 
Bruce, & Cella, 2005) This system is a collection of freely 
available evaluation assessments for a variety of physical, 
mental, and social domains (Cella et al., 2007, 2010) that 
have been found reliable and valid in a variety of clini-
cal settings. (Bjorner et al., 2014; Broderick, Schneider, 
Junghaenel, Schwartz, & Stone, 2013; Hung et al., 2014a, 
2014b; Khanna, Maranian, Rothrock, et al., 2012; 
Overbeek, Nota, Jayakumar, Hageman, & Ring, 2015) 
To date, the primary focus of PROMIS-based research 
has been focused on construct development (Cella et al., 

2007; Fries et al., 2005), primary construct validation 
(Cella et al., 2010; Fries et al., 2014), and small convergent 
validation studies. (Hung, Clegg, Greene, & Saltzman, 
2011; Hung et al., 2014; Papuga, Beck, Kates, Schwarz, & 
Maloney, 2014; Tyser, Beckmann, Franklin, et al., 2014).

The PROMIS computer adaptive testing (CAT) instru-
ments are validated, publicly available, NIH-developed 
instruments that select questions based on item response 
theory (IRT) to determine standard scores in a few ques-
tions. (Broderick et al., 2013; Fries et al., 2014) In most 
cases, after answering 4 to 7 questions, the assessment is 
complete. It can be administered on a tablet computer, 
which is simple and convenient in a healthcare setting. 
Specific barriers to implementation of systems that 
improve efficiency and value in health systems have previ-
ously been identified. (Coons et al., 2015; Schick-Makaroff 
& Molzahn, 2015; Segal, Holve, & Sabharwal, 2013; Selby, 
Beal, & Frank, 2012; Wu & Snyder, 2011; Yoon, Wilcox, 
& Bakken, 2013) A report by Segal et al. (2013) details 
many of the issues surrounding the implementation of 
PROs in a healthcare setting. The cost of to develop, val-
idate, and license software, platforms, and other tools are 
of specific concern. (Segal et al., 2013; Selby et al., 2012) 
Reoccurring themes related to clinical use of PRO include 
the patient experience, privacy, workflow, transparency, 
utility, and usage rates. (Segal et al., 2013) Healthcare 
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systems are complex with dynamic interactions between 
various stakeholders, including payers, regulators, staff, 
administrators, clinicians, and patients. Added to this are 
the physical settings, organizational structures, technol-
ogies, and procedural norms within which these systems 
operate. Identifying common barriers and developing 
methodologies by which to overcome these barriers is 
necessary to realize PRO integration.

The implementation of PROs as part of each office 
visit is an effort to improve healthcare value and its effec-
tiveness, efficiency, and patient-centeredness. Previous 
work has shown that the routine use of PROs has posi-
tive effects on patient – provider communication, mon-
itoring of treatment responses, unrecognized problem 
detection, and patient satisfaction. (Chen et al., 2013) 
There is also evidence that there are effects on overall 
patient management. (Chen et al., 2013) Widespread 
mandated national use in England has led to large effects 
of patient management, especially in the realm of elec-
tive surgeries. (Black, 2013) Incorporation of PRO data 
into a patient’s EMR can serve as important evidence for 
future outcomes research as to the efficacy of commonly 
used medical treatments. Currently, efficacy of treat-
ment is judged by legacy outcome measures, or process 
measures such as range of motion, radiographic healing, 
survivorship, reoperation, and infection rate or hospital 
readmission. The ability for physicians to have access to 
powerful, standardized, and efficient tools with results 
imported into the EMR that can be shared with the 
patient and family to help them understand their pro-
gress in treatment is a significant advance in patient care. 
This is concordant with the Institute of Medicine recom-
mendation for patient-centered care that is respectful of 
and responsive to individual patient preferences, needs, 
and values and ensures that patient values guide all clin-
ical decisions. (Institue of Medicine, 2001) With this in 
mind we set out to (1) develop a system for collection 
of PROMIS CAT surveys during episodes of care in the 
clinic setting, and directly import results into the EMR 
for immediate access by clinicians and (2) consistently 
attain a greater than 80% capture rate for patients during 
their clinic visit, using 3 PROMIS CAT instruments.

2. Methods
The present study examined the integration of the 
PROMIS computer adaptive test (CAT) instruments (1) 
physical function, (2) pain interference, and (3) depres-
sion as part of each and every visit made to the ortho-
paedic clinic of a large academic hospital system. The 
PROMIS CAT Instruments were chosen for their ease 
of use, speed, accuracy, scoring, and domain-specific 
approach. Outcomes data were available to providers 
during their interaction with their patient to enhance 
the understanding of the patient’s health situation. This 
undertaking is part of a university-wide initiative to 

operationalize PRO collection as standard of care in 
all departments. The goals in doing so are to collect 
outcomes on all patients across all visits in the health 
system, to minimize the impact on patient flow, and to 
provide real-time results in an easy-to-use format for 
providers in order to have the greatest immediate impact 
on patient care. The present study was reviewed by the 
local IRB and was deemed exempt.

The implementation strategy was developed and 
piloted within the Department of Orthopaedic Surgery 
and Rehabilitation. The primary orthopaedic clinic sees 
approximately 180,000 outpatient visits per year. Patients 
treated in the clinic are from a variety of cultural, racial, 
and ethnic backgrounds and represent a very diverse 
patient population seeing over 700 patients per day.

A focus group was organized to include patient, 
clinician, and administrative stakeholders. This focus 
group was convened bi-weekly to report on progress 
and receive feedback from all of the stakeholders. The 
main themes were collected during these focus group 
meetings, and actions steps were formulated based on 
those themes (Table 1). One major element of the imple-
mentation was the development of support staff posi-
tions devoted to help patients in the waiting areas use the 
tablet and fill out the assessment instruments. This line 
of communication for patient feedback has been used 
to focus our aims and keeping patients concerns at the 
forefront of our planning. A frequently asked questions 
(FAQ) document, with responses, was created and dis-
tributed to registration staff (Appendix 1).

After consulting with information technology con-
sultants from within the institution, we concluded that 

Table 1. Focus group themes.

Notes: listed are general themes collected in the 8 meetings of the focus 
group. action steps are listed for each theme. the purpose of this group 
was to identify barriers to the patients, staff, and providers in the use of 
the software, hardware and collection of the patient responses, and any 
possible solutions. the week of implementation of action is given; howev-
er, no appreciable differences in the tracking metrics were found.

Themes Action items
Week of  
implementation

Variability in patient 
engagement

Script development Week 5

Clean Hardware Clean and dirty 
baskets

Week 7

iPad movement with 
patient

techs return iPads Week 1

Hardware theft Determent label Week 8
Depression scale as a 

“Diagnosis”
Renamed “mood” 

indicator
Week 2

Stylus use make available for 
limited use

Week 1

Older patients assistance available Week 1
Help staff in waiting 

room
Define and limit role Week 1

Provider use of results Faculty meeting 
presentations

Week 2, Week 7, 
Week 12

Provider support for 
effort

Faculty meeting 
presentations

Week 2, Week 7, 
Week 12

Dissemination of infor-
mation to staff

Staff meeting pres-
entations

Week 1, Week 3, 
Week 8

addressing Frequent 
Patient Questions

Create FaQ document Week 5

iPad welcome screen Include explanation/
description

Week 8
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unmounted tablets offered the most flexibility. Collecting 
the data in the waiting room immediately after registra-
tion was found to be the best fit for our patient flow. The 
iPad Mini was selected for our data collection primarily 
due to the consistency of the software and hardware. 
The iPad Minis use a core operating system and hard-
ware form factor that have remained predominately 
unchanged with only small evolutionary updates. This 
consistency is important for a process of this scale, to 
avoid having to upgrade hardware frequently. We utilize 
a mobile device management (MDM) software called 
Xenmobile Worx Home (Citrix, Fort Lauderdale, FL, 
version 10) to remotely configure, inventory, secure, and 
manage the iPad Minis. As theft was a concern, the use 
of the iPad Mini allowed us to utilize a less expensive 
tablet thereby mitigating the risk of cost associated with 
possible loss. 100 iPads were deployed in the clinic none 
were lost during the 15 weeks.

Based on our experiences setting up and admin-
istering PROMIS CAT questionnaires through the 
Assessment Center web page interface (www.assess-
mentcenter.net), it was clear that this method was not 
going to be able to satisfy the goals of our current pro-
ject. Web page access to the data was cumbersome to 
administer, and was unable to provide real-time data. In 
order to overcome this roadblock, a new piece of soft-
ware was developed to address the project’s goals. This 
new software permitted administration and collection of 
the PROMIS CAT data via tablet, and providing access 
to the data via the EMR. The software integrates with our 
scheduling software, Flowcast (GE Healthcare, Wilkes-
Barre, PA, version 5.1.1). After a patient is registered, the 
employee triggers the software on their desktop com-
puter which then receives the patient information from 
Flowcast. It then displays a Quick Response (QR) code 
which is unique to that patient’s encounter. The QR code 
is scanned by the employee using the iPad Mini which 
receives the specific information needed for that par-
ticular patient encounter. The iPad Mini is now ready for 
the patient to use. This process requires approximately 
10 seconds per patient.

 The new software works with the Assessment 
Center’s application program interface which is run 
on the University servers behind the firewall reducing 
data privacy concerns. Using information provided by 
the patient’s scheduled encounter, the software selects 
the PROMIS CAT instruments that are appropriate for 
that patient. To date we have utilized Physical Function 
v1.2, Pain Interference v1.1, and Depression v1.0 for all 
patients. The questions used as part of each PROMIS 
assessment are copyrighted material and the authors are 
unable to reproduce them in their entirety. Sample ques-
tions can be found at www.nihpromis.org. The entire sets 
of questions are freely available to the public through 
www.assessmentcenter.org, and a demonstration of 

the computer adaptive tests is available at https://www.
assessmentcenter.net/ac1/assessments/catdemo. The 
physical function assessment asks patients to rate their 
difficulty in performing activities of daily living such 
as walking, working, climbing stairs, and getting out of 
bed. The pain interference assessment asks patients to 
rate the degree to which pain interferes with aspects of 
their life such as relationships, leisure activities, house-
hold chores, and the ability to take in new information. 
The depression assessment asks patients to estimate the 
frequency of feelings such as sadness, loneliness, dis-
appointment, and guilt. Patient participation in data 
collection is voluntary and they are provided options 
to quit at any time prior to or during the assessments.

As the PROMIS instruments are completed by patient, 
the score is immediately available in the EMR system, 
Epic (Verona, Wisconsin, version 2014). The integration 
with the EMR was achieved using Epic’s Web Activity 
feature. This feature allows a web page to be displayed 
within the context of Epic. Epic passes information to the 
web page about which patient is selected and which user 
is currently logged in, and the web page then displays 
the appropriate data. This functionality is available in the 
“Outcomes” web activity (Figure 1), and is accessible by 
all providers with access to the EMR. It is active through 
Epic’s Chart Review, Visit Navigator, Patient Station, or 
Inbasket screen for any particular patient. Selecting the 
Outcomes activity will display an interactive graph of the 
patient’s scores over time. There are also options to view 
each question and answer responded to by the patient as 
well as the option to view helpful information on how 
PROMIS scoring works. The graph allows the scores to 
be quickly visualized (Figure 1).

PROMIS data are typically presented as T-scores, a 
standardized score with a population mean of 50 and a 
standard deviation of 10 (i.e., where a score of 40 is 1 
standard deviation below the population mean). This 
reporting method was used during the first 3 weeks of 
implementation. However, based on both Clinician and 
Patient feedback we chose to display PROMIS scores as a 
percentile rank which is a more familiar presentation of 
this type of data. T-scores are converted using a standard 
conversion table. (Richard Chin, 2008) Percentile rank 
is plotted on the vertical axis and the visit date is plotted 
on the horizontal axis. Each instrument is represented 
on the graph as a different series. Data are presented so 
that a higher percentile rank represents a better outcome 
(lower depression, higher physical function, lower pain 
interference). Hovering over an individual data point 
shows the underlying T-Score value.

The implementation of the new PRO collection 
started with one provider, and grew by adding provid-
ers and subspecialties weekly. In order to track the pro-
gress and efficacy of implementation, several descriptive 
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point, patient demographics, and orthopaedic were 
tested by means of a multivariate ANOVA conducted 
on raw data. Tukey’s Post hoc analysis was performed to 
address pairwise comparisons between individual group 
means. All analyses used a significance level of .05.

3. Results

Over the first 15 weeks of implementation using our new 
software interface, we administered the three PROMIS 
CAT instruments in 26,227 patient encounters out of the 
29,227 we intended. This includes 17,892 unique indi-
viduals. The average number of questions for the phys-
ical function assessment was 4.57 ± 1.33 with a median 
of 4 questions. The average number of questions for 
the pain interference assessment was 4.48 ± 1.93 with a 
median of 4 questions. The average number of questions 
for the depression assessment was 6.32 ± 3.54 with a 
median of 4 questions. The average number of questions 
for the entire set of assessments was 15.39 ± 4.75 with a 
median of 13 questions. The average time to complete 
all assessments was 3.48 ± 3.10 min, with a median time 
of 2.58 min. Registration times for new patient appoint-
ments did not change significantly, lasting 7.19 ± 2.69 
min compared to 6.87 ± 3.34 min with and without the 
use of the new software, respectively. However, regis-
tration times were statistically significantly higher for 

tracking statistics were collected over time. The specific 
tracking measures are as follows:

encounters Number of patients arrived for clinic appointment.
administered Number of patients starting the PRO system.
Declined Number of patients immediately declining to partici-

pate on welcome screen.
Quit Number of patients choosing to quit at some point 

other than on welcome screen.
abandoned Number of patients who do not complete all assess-

ments but whom do not quit.
Completed Number of patients answering all questions reaching 

final thank you screen.

Registration time was tracked by timestamps available 
through the scheduling software and defined as the time 
from the opening the patient’s schedule at the intake 
desk until exiting that patient’s schedule/record when 
the patient is sent to the waiting room. This time does 
not include the completion of the survey instruments, 
which are completed while the patient is waiting to see 
the doctor after registration. The iPad is collected from 
the patient primarily by staff in the waiting room or 
when directing patients to their exam room.

These metrics can be tracked by specific location, 
individual provider, day, hour, and by any combination 
of such. This has enabled us to identify problems in the 
implementation and address them in order to improve 
our ability to track outcomes. Demographic data were 
collected from the scheduling software for each patient 
encounter. Differences based on implementation time 

Figure 1. longitudinal Presentation of PROmIS Cat Scores in electronic medical Record. an example of a patient’s PROmIS scores as 
seen in the patient’s electronic medical Record (emR). Scores are graphically represented as a percentile rank, based on the general 
population. this display is present in the larger context of the emR under the Web activity ‘‘Outcomes’’ vertical tab. the graph is 
interactive and can display one or all three of the PROmIS scores, and using the mouse hovering over one of the points will show 
details of the that particular data point, including the associated T-Score.
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(p < .001) over the same period (Figure 3). Pairwise 
Post hoc analysis based on the time from patients 
last appointment (by week) failed to show that those 
with more recent visits were most likely to decline the 
assessments.

While there were no significant difference based on 
gender found in the administration, declined, or com-
pletion rates, the higher rate of men who quit (p = .021) 
or abandon (p = .002) was statically significant (Table 
2). Also we found that time to complete all assessments 
was significantly higher (p = .017) for men 3.53 ± 3.10 
min than for women 3.46 ± 3.09 min. However, this 
equates to approximately 6 s difference which is likely 
not practically meaningful. Calculated PROMIS scores 
showed statistically significant differences by gender 
as a whole across all patients with men having higher  
physical function scores (43.3 ± 10.1 vs. 41.0 ± 9.2,  
p < .001), lower pain interference scores (58.6 ± 8.6 vs. ± 
8.4, p < .001), and lower depression scores (47.9 ± 10.3 
vs. 50.4 ± 10.1, p < .001). However, distribution-based 
threshold of evaluating the minimal clinically important 
difference (MCID) of 1/2 the standard deviation fail to 
show these differences as meaningful. (Norman, Sloan, 
& Wyrwich, 2003; Sloan, Symond, Vargas-Chanes, & 
Friendly, 2003).

Significant differences in administration rate were 
found based on age (p < .001). Pairwise Post hoc analysis 
showed that only those 80 + were administered assess-
ments less frequently. However, significant differences 
were found between age groups (p < .001) for all other 
tracking metrics as well, with consistent increases in 
declined, quit, and abandoned assessments with increasing 
age, resulting in gradually decreasing rates of completion 
(Table 2). Pairwise Post hoc analysis based on age showed 
that an increase in age difference increased the likelihood 
of significant differences between groups for each of the 
tracking metrics measured. Time to complete increased 
significantly with age (p < .001); post hoc analysis showed 
that those over 50 took significantly longer than younger 
groups and that subsequent age groups were significantly 
different from all other age groups (Table 3). PROMIS 
scores also differed significantly by age (p < .001); how-
ever, only function seems to clearly be clinically important 
based on the MCID threshold of ½ SD (Table 3).

Significant differences in administration rate were 
found based on specialty (p < .001); post hoc analysis 
showed that for declined, quit, and abandoned metrics 
a difference of more than 1% between groups was signif-
icantly different, while the completion metric differing 
by more than 5% was found to be significant (Table 4). 
A significant difference in time to complete was found 
based on specialty (p < .001); however, none of these 
differences were found to be practically significant. 
PROMIS scores also differed significantly by specialty 

follow-up appointments (p = .007) taking 3.32 ± 1.78 
min with the new software compared to 2.94 ± 1.57 min 
without. Over the 15 weeks reported here, one iPad Mini 
was lost/stolen.

During the first week, patients seeing one provider 
were given questionnaires using the new software, 
this resulted in 138 administrations. Administration 
expanded in subsequent weeks to additional providers 
and across sub-specialties and by week 10 the entire 
orthopaedic outpatient clinic (excluding the Pediatric 
patients) was collecting PROMIS data. This expan-
sion resulted in 2450 administrations on average from 
weeks 10–15. Tracking metrics (described above) show 
the gradual increase in usage (Figure 2) relative to the 
total number of patient encounters in the outpatient 
clinic, as well as a breakdown of how each administra-
tion was terminated. These indicators show a steady 
rise in the administration rate with stabilization during 
weeks 12–15 (Figure 2). The percentage of adminis-
trations that result in patients declining to participate 
had a significant increase (p < .001) over time which 
contributed to a significant decrease in completion rate 

Figure 2. Weekly Implementation tracking metrics; Volume. the 
graph shows the weekly progression in administration volume 
over the first 15 weeks. the increase in volume is directly 
related to the “rollout” by which additional providers and sub- 
specialties were added each week. Week-to-week decreases 
were due to scheduling irregularities whereby providers were 
not seeing patients.

Figure 3.  Weekly Implementation tracking metrics; 
Completion rates. the graph shows the weekly progression in 
administration and completion rates over the first 15 weeks. 
the completion rate stays above our goal of 80% throughout 
the implementation. Increasing decline rates after week 9 may 
be a result of patient fatigue. Relative low rates of quit and 
abandoned indicate adequate time to complete and adequate 
wireless infrastructure.
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4. Discussion

4.1. Implementation

The tracking metric results in general indicate a robust 
collection rate of above 80% for the vast majority of the 
patient population that we have examined. Those above 

(p < .001), using clinically important based on the MCID 
threshold of ½ SD those differences larger than 5 are 
most likely to be clinically important (Table 5). Averages 
and standard deviations for duration, function, pain, and 
depression are given stratified by both specialty and age 
(Table 6).

Table 3. assessment duration and t-scores by age.

Notes: the table indicates assessment duration given in minutes. assessment scores for each of the three domains are given as a T-Score.
*Indicates a significant difference from all other groups based on post hoc pairwise comparisons.

Age

Time to  
complete (Min) Function Pain Depression

Mean SD Mean SD Mean SD Mean SD
18–19 2.83 1.89 46.53 10.64 55.59 8.78 45.24 9.69
20–29 2.87 3.05 44.74 10.61 57.60 8.56 47.65 10.55
30–39 2.84 2.27 42.60 10.03 60.24 8.37 49.86 10.77
40–49 3.00 2.38 42.04 9.83 60.54 8.52 50.09 10.88
50–59 3.38* 2.97 41.84 9.23 60.04 8.27 50.06 10.23
60–69 3.82* 3.49 41.86 9.14 58.78 8.32 48.93 9.61
70–79 4.65* 3.74 39.92 8.99 58.57 8.64 48.50 9.31
80+ 5.12* 3.69 36.32 8.81 58.98 8.27 50.21 9.35

Table 4. Completion rates by specialty.

*Indicates a significant difference from all other groups based on post hoc pairwise comparisons.

Specialty Administered Declined (%) Quit (%) Abandon (%) Completed (%)
Foot and ankle 4514 8.26 3.54 1.77 78.25
General 575* 12.87* 4.7 5.57 70.26
Hand and wrist 6786 7.16 4.23 2.42 75.6
Joint  

replacement
1984 6.60 3.83 4.23 75.76

Spine 4621 7.88 2.12 2.45 67.13
Sports 7102 5.18 3.11 2.04 82.77
trauma 2587 8.39 3.52 3.32 66.87
mISC 1058* 7.37 4.91 3.69 55.86*

Table 5. assessment duration and t-scores by specialty.

Note: the table indicates assessment duration given in minutes. assessment scores for each of the three domains are given as a T-Score.

Specialty

Time to Complete (Min) Function Pain Depression

Mean SD Mean SD Mean SD Mean SD
Foot and ankle 3.24 3.1 39.65 9.51 58.67 8.95 49.11 10.02
General 3.77 3.6 43.28 9.5 58.02 8.53 49.16 10.27
Hand and wrist 3.6 3.05 45.42 9.78 57.96 8.63 48.63 10.43
Joint replacement 3.71 2.8 42.53 9.55 59.01 8.22 49.04 9.99
Spine 3.39 3.1 38.73 7.94 63 7.47 52.38 10.27
Sports 3.31 2.96 42.78 8.84 59.03 7.75 48.12 9.86
trauma 3.79 3.35 37.43 10.32 60.4 9.15 51.42 10.29
miscellaneous 4.16 3.99 45.71 11.23 58.14 9.26 46.55 9.25

Table 2. Completion rates by gender and age.

*Indicates a significant difference from all other groups based on post hoc pairwise comparisons.

Gender Administered (n) Declined (%) Quit (%) Abandoned (%) Completed (%)
F 13,563 7.96 3.80 2.61 85.63
m 10,250 7.88 4.29* 3.30* 84.53
age administered Declined (%) Quit (%) abandoned (%) Completed (%)
18–19 649 4.01 2.93 2.62 90.45
20–29 2161 2.59 2.45 1.57 93.38
30–39 2308 5.20 2.47 1.26 91.07
40–49 3907 6.81 3.25 1.51 88.43
50–59 6050 7.06 3.69 2.26 86.99
60–69 4861 8.66 4.28 3.48 83.58
70–79 2580 10.93* 6.20 5.81 77.05
80+ 1297* 22.36* 8.33* 7.48* 61.84*
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survey fatigue. However, when we examined the decline 
rate based on how recently the patient had been admin-
istered the assessments, no correlation was found. Future 
work might focus on the total number of administra-
tions or an average number over a well-defined period 
of time. Differences in PROMIS scores based on age and 
specialty, perhaps unsurprisingly, showed that in gen-
eral older individuals take longer to complete the assess-
ments and have lower physical function. The interesting 
finding was that while there were statistically significant 
differences based on age for pain and depression, these 
did not approach the MCID. Differences greater than 
the MCID were found between patients being treated 
by different orthopaedic specialties. This is likely due to 
the nature of the underlying pathologies and/or injuries 
treated by those specialties rather than differences in 

80 years of age were less likely to be administered the 
assessments and were also less likely to complete them. 
It has been shown that the elderly population has higher 
rates of survey refusal due to overall poor health, cogni-
tive impairments, and lower levels of education. (Jacomb, 
Jorm, Korten, Christensen, & Henderson, 2002; Mihelic 
& Crimmins, 1997; Norton, Breitner, Welsh, & Wyse, 
1994) Other investigators point to increase skepticism 
among the elderly and the need to build rapport in this 
population to foster feelings of trust, safety, and con-
fidentiality. (Murphy, Schwerin, Eyerman, & Kennet, 
2008) Differences in quit and abandon rates based on 
gender while statistically significant are likely not prac-
tically meaningful. The statistically significant decrease 
in completion rate coupled with the significant increase 
in declined rate overtime was concerning and pointed to 

Table 6. assessment scores for each of the three domains are given as an average t-Score (+/- stdev).

Notes: the table indicates assessment duration given in minutes (+/- stdev) for each age group. assessment scores for each of the three domains are given 
as an average T-Score (+/- stdev).

Duration
Foot and ankle General Hand and 

Wrist
Joint replacement Spine Sports Trauma MISC

Age Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
18–19 2.35 1.18 3.22 1.84 3.41 2.57 2.46 1.16 2.89 1.65 2.72 1.72 3.1 2.62 3.08 1.86
20–29 2.42 1.93 2.61 1.31 3.23 3.83 2.79 2.41 2.65 2.1 2.78 3.34 3.26 2.68 3.59 3.55
30–39 2.6 2.05 2.9 1.54 2.92 1.89 3.18 2.93 2.58 1.88 2.83 2.47 2.89 1.82 4.32 4.82
40–49 2.67 2.15 3.35 2.79 3.2 2.15 3.12 1.77 2.93 2.89 2.96 2.43 3.07 2.25 3.55 3.13
50–59 3.19 3.29 3.62 2.93 3.47 2.45 3.32 2.3 3.29 3.37 3.35 2.82 3.5 3.28 4.26 4.96
60–69 3.88 3.79 4.43 4.41 3.94 3.88 3.81 2.46 3.55 3.17 3.57 2.98 4.54 4.24 3.97 3.3
70–79 4.36 3.6 5.04 3.31 4.67 3.59 4.72 3.75 4.37 3.46 4.59 3.94 5.43 4.36 5.9 4.15
80+ 4.93 3.98 6.55 9.22 4.88 2.99 5.73 3.68 5.1 3.47 4.91 3.45 5.27 3.5 4.14 2.48

Age

Function
Foot and ankle General Hand and 

wrist
Joint replacement Spine Sports Trauma MISC

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
18–19 43.32 10.66 47.82 11.47 48.91 9.09 44.97 9.05 44.47 8.99 47.47 10.76 44.12 12.91 49.26 11.81
20–29 41.86 10.16 48.27 10.41 49.18 10.1 46.43 11.1 42.08 7.98 44.9 9.76 39.12 11.88 47.26 12.43
30–39 40.11 10.33 44.14 10.01 46.91 10.05 42.7 9.56 39.75 7.5 43.19 9.28 38.54 10.21 45.48 12.61
40–49 39.61 9.51 41.45 8.79 45.47 10.33 43.98 9.75 39.13 8.27 42.72 8.73 37.11 9.64 45.25 12.45
50–59 39.6 9.01 42.94 9.07 44.91 9.64 43.19 9.26 38.42 7.57 42.63 8.28 37.76 9.35 45.94 11.08
60–69 39.25 9.1 42.33 7.75 45.18 9.12 43.37 8.51 38.8 8 42.17 8.15 37.76 10.32 45.48 9.45
70–79 38.79 9.28 42.4 8.58 43.5 8.87 39.58 8.51 36.47 7.48 40.75 7.86 36.15 10.29 45.51 10.46
80+ 35.12 9.1 38.88 10.61 39.97 8.94 36.5 8.83 35.47 7 37.77 8.04 31.16 8.52 37.32 8.03

Age

Pain
Foot and ankle General Hand and 

wrist
Joint replacement Spine Sports Trauma MISC

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
18–19 54.72 8.15 54.75 9.28 54.47 10 58.61 9.32 59.13 6.87 54.92 8.22 55.15 11.05 59.01 7.56
20–29 57.96 8.77 55.59 7.5 55.91 8.67 57.44 7.76 61.15 7.21 56.77 7.92 59.56 10.32 59.19 8.47
30–39 60.54 8.62 57.06 8.16 58.54 8.63 61.3 7.4 63.68 6.79 59.68 8.19 60.05 8.79 59.83 7.62
40–49 59.58 8.97 61.14 9.3 59.6 8.93 59.5 8.84 64.09 7.82 60.02 7.49 62.36 8.2 59.46 10.01
50–59 58.79 8.92 58.2 8.73 58.96 8.56 60.51 7.2 63.67 7.39 59.71 7.5 61.54 8.56 57.93 9.69
60–69 58.37 8.86 57.55 8.61 57.13 8.26 57.06 8.82 62.27 7.59 59.09 7.38 59.77 8.92 57.14 9.34
70–79 57.03 9.32 58.7 6.44 56.41 8.12 58.18 8.71 62.89 7.39 58.59 7.64 58.52 10.14 54.9 10.38
80+ 59.05 8.68 57.42 7.22 56.14 7.93 58.4 8.34 62.28 6.96 59.29 7.96 59.07 9.26 60.4 8.34

Age

Depression
Foot and ankle General Hand and 

wrist
Joint replacement Spine Sports Trauma MISC

Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD
18–19 47.25 8.72 48.31 8.92 44.43 10.28 45.02 10.66 48.61 11.07 43.66 9.23 47.33 10.49 45.21 10.16
20–29 48.71 10.79 45.1 9.03 46.78 10.8 46.2 10.56 51.07 10.85 46.07 9.73 51.84 10.34 44.88 8.69
30–39 49.76 10.85 46.43 11.17 48.45 10.78 49.33 11.13 53.17 10.26 49.47 10.48 50.39 11.19 47.5 9.69
40–49 49.55 10.63 51.87 11.4 49.41 11.47 50.21 10.93 53.68 10.67 48.39 10.2 53.42 10.47 47.01 10.78
50–59 49.01 9.6 51.93 10.45 49.51 10.47 50.07 9.74 53.99 10.31 48.87 10.08 52.01 9.87 47.31 9.35
60–69 49.14 9.77 49.42 8.68 48.46 9.76 48.67 9.31 51.17 9.93 47.84 9.17 50.45 9.67 46.62 8.6
70–79 47.71 9.16 44.46 7.97 47.99 9.05 48.19 9.23 50.89 9.49 48.26 8.89 49.23 10.76 44.94 8.63
80+ 50.63 9.88 49.87 9.45 48.3 8.96 50.14 9.62 51.5 9.3 49.71 9.17 52.02 9.51 47.79 7.7
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highly sensitive with orthopaedic diagnoses with very 
little floor or ceiling effects note (Fries et al., 2014; Hung 
et al., 2011, 2013, 2014; Papuga et al., 2014) It has been 
demonstrated that the PROMIS CAT surveys represent a 
low patient burden outcome measure in the orthopaedic 
clinic. (Hung et al., 2011, 2014; Papuga et al., 2014) The 
PROMIS CAT was found to be high precision with fewer 
questions which makes it more feasible for use in clini-
cal practice. (Bjorner et al., 2014; Wagner, Schink, Bass, 
et al., 2015) Here we have shown that the low patient 
burden previously described for the PROMIS CAT com-
bined with an effective implementation strategy can be 
low burden for the clinic staff as well.

Our choice to incorporate PROMIS CAT into the 
EMR was based on the broad applicability of the instru-
ments, the low patient burden, and the improvements 
that IRT offered over other traditional legacy instru-
ments. In a recent review of the literature, Coons et al. 
found that there is mounting evidence that electronic 
capture of function and symptom experience outper-
form unsupervised paper-based self-reports. (Coons 
et al., 2015) Electronic capture can lead to more accu-
rate and complete data (Gwaltney, Shields, & Shiffman, 
2008; Zbrozek et al., 2013), the avoidance of second-
ary data entry errors (Coons et al., 2015; Zbrozek et 
al., 2013), less administrative burden (Dale & Hagen, 
2007; Greenwood, Hakim, Carson, & Doyle, 2006), 
high respondent acceptance (Bushnell, Reilly, Galani, 
et al., 2006; Fritz, Balhorn, Riek, Breil, & Dugas, 2012; 
Greenwood et al., 2006; Velikova et al., 1999), and poten-
tial cost savings. (Benedik et al., 2014; Fritz et al., 2012; 
Touvier, Mejean, Kesse-Guyot, et al., 2010; Uhlig, Seitz, 
Eter, Promesberger, & Busse, 2014) While other elec-
tronic capture software exists, the creation of a new soft-
ware product was crucial in our ability minimally affect 
workflow, to deploy assessments in addition to PROMIS 
CAT, and have the results available for the provider in 
the electronic medical record immediately. The integra-
tion with the scheduling software eliminates the poten-
tial for several sources of error while also decreasing the 
burden upon registration staff. The registration staff has 
to simply pull up the provider and select that specific 
appointment. The use of the QR code technology elim-
inates several steps and additional potential for error. 
While primarily developed for the use of PROMIS CAT 
tools, this platform does allow for the incorporation of 
any survey-based assessments. The use of disease specific 
assessments may be critical in the broader distribution of 
PROs across the healthcare system. (Black, 2013; Chen 
et al., 2013; Nelson et al., 2015) Our new software meth-
odology both lowers the potential burden of collection 
while eliminating sources of error and allow real-time 
access to the results.

The functionality of our new software incorpo-
rates robust tools for analyzing the acquired data in 
aggregate to identify potential problems in assessment 

care, or any attributable bias. It is therefore a reasonable 
finding that trauma has both the lowest physical func-
tion average as well as the highest pain average.

4.2. Electronic capture of PRO data 

The routine use of PROs as standard clinical practice 
in the United States is very limited. (Black, 2013; Chen 
et al., 2013) The utility of PROs as routine measures in 
clinical practice used for individual treatment plans has 
yet to be adequately demonstrated. (Black, 2013) Our 
goals of quick and efficient collection and the real-time 
insertion of the data into the EMR were achieved. The 
power of routine collection offers great potential to eluci-
date many questions as to the comparative effectiveness 
of particular treatments when examining the aggregate 
data. (Speerin et al., 2014; Wei, Hawker, Jevsevar, & 
Bozic, 2015) We have demonstrated with the right imple-
mentation strategy PROs can be seamlessly  integrated 
into a high-volume clinical setting. This assertion is 
supported by our high collection rates and by the low 
number of administration, staff, and patient complaints. 
While there was no formal complaint process, we found 
that none of bi-weekly focus group meetings focused on 
themes related to the burden of data collection (Table 1). 
These meetings acted as feedback and a chance for us 
to encourage the staff to keep up the effort. The greatest 
burden was placed upon the registration staff, having 
to explain the purpose of the survey instruments and 
the importance of collection at each (and every) office 
visit, coupled with the logistics of handing out, retriev-
ing, and cleaning tablet computers. The dedication of 
staff and/or volunteers to assist with waiting room tech-
nical/logistical issues is critical. A key area of concern 
prior to implementation was the disruption of patient 
flow within the clinic. We found that allowing patients 
to finish while in the waiting room directly following 
check-in is preferable; however, if need be the tablet can 
accompany the patient in the clinic environment and be 
completed during other available wait times. The contin-
uing challenge will be how to best integrate and utilize 
the information now available in our healthcare system. 
Proposed future work may focus on the identification 
of patient characteristics for which threshold scores on 
each assessment may trigger actionable steps or suggest 
alternative care plan options.

Hung and colleagues have published on the use of 
PROMIS in the clinical setting of foot and ankle prac-
tice and found it was effective. (Hung et al., 2013, 2014) 
Hung et al. published similar findings demonstrating the 
use of the PROMIS physical function item bank in spinal 
disorders. (Hung et al., 2014) One manuscript discussed 
PROMIS measures as representing a trans-Department 
of Health and Human Services effort to develop a stand-
ard set of measures for informing decision making in 
clinical research, practice, and health policy. (Reeve 
et al., 2007) The PROMIS CAT has been found to be 
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it is easily understood by both provider and patient. 
Providers must also be given additional resources such 
as referral services if PRO data become actionable.

There were several lessons learned during this pro-
cess. The importance of clear channels of communi-
cation that have broad distribution among all levels of 
clinical personal is key to effective implementation of 
new processes. Making sure that a consistent message 
is conveyed from top to bottom leaves little room for 
ambiguity. Keeping everyone up to date on short-term 
and long-term goals and the progress made was critical 
to our success. We also learned that staff not directly 
involved with specific processes have the potential to 
harm the effort by being unaware of their existence. 
Patient feedback reflected a desire to understand the 
purpose behind the assessments, the intended use of the 
data, and an apprehension about the tablet computer 
if they had never used one before. Patient voices also 
informed the focus group themes listed in Table 1 and 
helped develop specific actions to help address those 
concerns. The FAQ document (Appendix 1) that has 
been developed as a handout for patients given prior 
to completing an assessment has helped us to better 
inform patients. In general, patients are very willing to 
complete the assessments, as evident by the high com-
pletion rates reported in Table 2, and are interested in 
the results based on provider feedback given below. This 
was especially true in the patient’s interaction with pro-
viders; it was important that every provider had access 
to the data and were able to talk about PROMIS results 
if/when patients asked.

Feedback from providers:

The patients appreciate the ‘tracking’ of their scores over 
time and our interaction is enhanced. For example, if 
the patient has Achilles tendonitis and we look at the 
physical function scores, pain interference scores at the 
first visit, highlighting that the patient is not as active 
and has more pain than the average US population. We 
discuss options for treatment and agree on trying phys-
ical therapy and antiinflammatory medication. We see 
each other again in 1 month and look at the PRO scores. 
The patient reports that he doesn’t know if he is signifi-
cantly improved. We look at his scores and reports slight 
improvement with better function and less pain. With 
this information, we decide to continue with physical 
therapy for another month. The patient cost to continue 
includes the copy for therapy however he thinks this is 
worth the cost if he can avoid surgery. He returns again 
after another month and states he is better and his scores 
also reflect this. If we did not have the PRO to view at 
the first follow-up visit, the direction of care may have 
changed due to the patient’s report of not feeling better 
but the very discriminating and sensitive PRO demon-
strated some improvement. The direction of care change 
would have advanced to obtaining an MRI in prepara-
tion for surgery. Those conversations occur every day 
and truly impact the care we give to our patients.

administration. An appropriate directive for use of the 
data beyond that of individual patient care must be 
established in order to realize the potential for clin-
ic-wide or systemwide impact on healthcare in general. 
(Black, 2013; Chen et al., 2013; Cutler & Ghosh, 2012; 
Institue, 2001; Nelson et al., 2015) There is potential to 
use this type of data to compare specific treatments, pro-
viders, divisions, etc.; however, the first question to be 
asked is, does having access to this type of information 
change the way providers and patients choose and then 
respond to different types of treatment? The effect of 
having access to PRO data and the utilization of these 
data is key to understanding its potential.

4.3. Lessons learned

The stage-wise implementation strategy used here shows 
a steady increase in the number of patient encounters 
during which PROMIS surveys were administered. This 
staged approach to implementation allowed for a grow-
ing familiarity with the new processes prior to becoming 
available department wide. Initially staff were asked to 
use the process for specific providers only. In this way, 
if problems were encountered, the effect was isolated 
and the problem resolved. As we revised our processes 
and became more confident, we were able to include 
additional providers and sub-specialties. Several large 
decreases in the week-to-week numbers can be attrib-
uted to specific causes. During week 6 we had a wireless 
infrastructure failure, week 8 included a holiday recess 
so the clinic volume was low, and week 14 had low vol-
ume due other irregularities that led to a light clinic 
schedule (Figure 2).

Proper training and availability of resources are key to 
the engagement of crucial stakeholders in the adoption 
of any new technology. (Krau, 2015; May, 2015; Sand-
Holzer, Deutsch, Frese, & Winter, 2015) The education 
of clinicians in the underlying principles of PROMIS 
CAT scoring and IRT provided sufficient evidence for 
the use of such instruments. Three specific points were 
addressed during the education of clinical staff: (1) 
generalizability of PROMIS scores, (2) basic concepts 
of IRT, and (3) patient education in use and availability 
of PROMIS scores. One area of focus going forward will 
be to demonstrate a sustained increase in provider use. 
Beyond familiarity with the instruments, continued edu-
cation of providers will include the identification of spe-
cific instances in which the use of PRO data may be used 
to justify changes in the management of an individual’s 
healthcare. In order to fully realize this type of impact a 
provider will need to be able to provide additional con-
text to the scores, beyond how they relate to the general 
population. This context will include information about 
how an individual’s scores relate to others with a simi-
lar demographics, history, diagnosis, and general state 
of health. Dissemination of aggregate data to provide 
this context must be organized and presented so that 
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of clinical costs by which to standardized procedural 
costs. These standardized costs can then be compared to 
the expected change in patient outcomes for a particular 
treatment or procedure. Having these cost and outcome 
data available for both patient and provider prior to 
making healthcare decisions can help reveal the rela-
tive value of the treatment to an individual patient. The 
ability to provide this type of transparency to patients 
based on objective measures of outcomes that patients 
really care about could provide a competitive market 
advantage in the healthcare marketplace. However, there 
is considerable skepticism on the part of clinicians that 
standardization of care pathways is valuable. The abil-
ity to better quantify patient outcomes as we standard-
ize care, and hopefully demonstrate that outcomes are 
preserved or improved will be instrumental in driving 
departmental behavior towards standardization.

There were several limitations of this study, including 
the preliminary nature of our short implementation win-
dow, and none of the metrics collected conclusively illus-
trate the long-term viability of such a collection. Future 
work should focus on the clinical usage rate with a focus on 
qualitative analysis to address the clinical impact on patient 
care as viewed both by the providers and the patients.

5. Conclusion

Here we have demonstrated that with the right imple-
mentation strategy, PROs can be effectively integrated 
into a high volume clinical setting with minimal burden 
on patients, staff, and providers. We believe that the valu-
able experience we have gained in this initial rollout will 
serve to help us to improve patient care. The availability 
of this type of data across our system opens up many 
opportunities for care improvement and research. The 
next important steps will be to assess provider usage 
and the efficacy of use of the PROMIS data during the 
clinical visit and its impact on patient care.
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Appendix 1: Patient-reported outcomes measurement information system

Frequently asked questions
PROMIS

Q. What is the purpose of the PROMIS health assessment?
A. The health assessment gives your provider a clear understanding/snapshot of how you are feeling today and helps them 

work with you in developing a treatment plan.
Q. Who is requesting this information and why?
A. Your physician is requesting this information and it is Standard of Care (like taking blood pressure).
Q. Where do my answers go?
A. Your answers are electronically uploaded into your medical record and are ready for today’s visit.
Q. Can I see my answers in “My Chart”?
A. No, it is not linked to My Chart; however, your provider can show you YOUR information. Only your provider and other 

medical professionals with access to your medical record can view your answers.
Q. Am I answering this about my injury/surgery or my health in general?
A. Your general health, which includes what brought you here today. Your answers should be related to how you feel today, 

a “snapshot” in time.
Q. Do I have to do this every time I come? Why?
Yes. The Health Assessment is Standard of Care and updates your provider on how you are doing today.
Q. Are the questions the same every time?
A. The questions are generated based on the answers that you give. If your prior answer is the same, the next question will 

be the same. If you answer differently, it triggers a new question.
 Q. How long does the assessment take?
A. It only takes a few minutes to complete the assessment.
 Q. Why do I have to answer questions that don’t seem to apply to me?
A. It is important for your provider to know if you are able to do the daily activities you normally do or enjoy doing.
Q. Can I decline?
A. Yes, you can opt-out if you wish; however, this is your opportunity to update your provider on how you are feeling today. 

This information can be used as part of your discussions with your doctor to develop your treatment plan and to monitor your 
progress.
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