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Abstract

A significant neural challenge in speech perception includes extracting discrete phonetic categories from continuous and
multidimensional signals despite varying task demands and surface-acoustic variability. While neural representations of
speech categories have been previously identified in frontal and posterior temporal-parietal regions, the task dependency
and dimensional specificity of these neural representations are still unclear. Here, we asked native Mandarin participants to
listen to speech syllables carrying 4 distinct lexical tone categories across passive listening, repetition, and categorization
tasks while they underwent functional magnetic resonance imaging (fMRI). We used searchlight classification and
representational similarity analysis (RSA) to identify the dimensional structure underlying neural representation across
tasks and surface-acoustic properties. Searchlight classification analyses revealed significant “cross-task” lexical tone
decoding within the bilateral superior temporal gyrus (STG) and left inferior parietal lobule (LIPL). RSA revealed that the LIPL
and LSTG, in contrast to the RSTG, relate to 2 critical dimensions (pitch height, pitch direction) underlying tone perception.
Outside this core representational network, we found greater activation in the inferior frontal and parietal regions for
stimuli that are more perceptually similar during tone categorization. Our findings reveal the specific characteristics of
fronto-tempo-parietal regions that support speech representation and categorization processing.
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Introduction

A major goal of auditory neuroscience is to understand how
behaviorally relevant information in conspecific sounds are
extracted, represented, and mapped to meaningful constructs
in the brain (Scott and Johnsrude 2003; Griffiths and Warren
2004; Hickok and Poeppel 2007; Hickok 2009). In speech percep-
tion, key acoustic features are extracted from continuous
speech signals and mapped to behavioral-relevant equivalent
classes, that is, categories. During speech perception, various
task demands and surface-acoustic variability (e.g., talker vari-
ability) are salient factors that impact the organization of neu-
ral activity patterns that relate to the speech category (Chang
et al. 2010; Chevillet et al. 2013; Bonte et al. 2014; Arsenault and
Buchsbaum 2016; Cheung et al. 2016). Extracting discrete cate-
gories despite various task demands and talker variability,
while a significant challenge in neural computation, is one that
is critical for speech perception. Our goal in this study is to
identify the brain regions that represent speech category infor-
mation irrespective of task demands and talker variability and
to assess the representational structures underlying the cate-
gorical representations.

Previous studies examining the neural representation of
speech categories have provided important insights, but find-
ings from these studies are somewhat inconsistent. Prior stud-
ies using functional magnetic resonance imaging (fMRI) and
multivariate data analysis methods have revealed neural repre-
sentations of speech categories from multivoxel patterns
within the human superior temporal gyrus (STG) (Formisano
et al. 2008; Boets et al. 2013; Chevillet et al. 2013; Bonte et al.
2014; Du et al. 2014; Arsenault and Buchsbaum 2015; Correia
et al. 2015; Evans and Davis 2015). These results are consistent
with studies using Electrocorticographic recordings (Chang
et al. 2010; Mesgarani et al. 2014; Cheung et al. 2016). Further,
several other studies have revealed that speech category infor-
mation can also be decoded from activity patterns in sensori-
motor areas and prefrontal regions that constitute the dorsal
auditory stream (Lee et al. 2012; Du et al. 2014; Correia et al.
2015; Evans and Davis 2015; Cheung et al. 2016). An emerging
view is that speech category representations are broadly dis-
tributed in the fronto-auditory network, including both ventral
and dorsal streams (Hickok and Poeppel 2007; Leonard and
Chang 2014; Poeppel 2014). Such widely distributed neural
representation may allow for robust speech processing irrespec-
tive of the task demand variability (Bonte et al. 2014; Alho et al.
2016), talker variability (Evans and Davis 2015), and speech signal
quality (e.g., adverse listening conditions) (Du et al. 2014).

Primarily, at least 2 potential neural mechanisms underly-
ing speech categorization have been discussed in the literature.
From an emergent perspective, the neural representation of
speech categories is an emergent property of distributed neural
dynamics that is “task-dependent”. During speech perception,
different task constraints interact with auditory stimulus pro-
cesses to give rise to distinct neural processes, each associated
with a task-specific neural activation pattern across frontal and
auditory regions (Bonte et al. 2014; Arsenault and Buchsbaum
2016). For example, when participants are discriminating vowels
relative to talker information, there is enhanced representation
of vowels in the bilateral STG (Bonte et al. 2014). Similarly, sylla-
ble information decoded from activation patterns of the human

frontal areas are more prominent during production task com-
paring to a passive perception task (Arsenault and Buchsbaum
2016). Thus, it is possible that categorical speech perception
emerges from task-dependent distributed activation patterns, in
which a functionally localized brain region does not encode the
same categorical speech information across task demands. In
comparison, a functional specialization perspective argues that
some core brain regions are specialized to represent category
information across task demands. Although task demands may
modulate the extent of brain activation patterns in a task-
specific manner, the neural representation of abstract speech
categories is largely resistant to changes in task demand and
surface-acoustic variability (Grieser and Kuhl 1989; Kuhl 1991).

In this study, we assessed task dependence in the neural
representation of speech categories by examining category
representation across different tasks. In regions revealing
speech category distinctions across tasks, we further evaluated
the representational structure (i.e., speech dimensional specificity)
of encoding. Specifically, we probed the neural coding of Mandarin
lexical tone categories across 3 different tasks by using fMRI com-
bined with both a multivariate pattern classification (MVPC)
approach (Haynes and Rees 2006; Tong and Pratte 2012) and RSA
(Kriegeskorte et al. 2008; Kriegeskorte and Kievit 2013). In
Mandarin, 4 linguistically relevant tone categories are primarily
distinguished by dynamic pitch patterns that change a word’s
meaning, similar to consonants and vowels. For example, the syl-
lable /ma/ in conjunction with a high-level tone (Tone 1) means
“mother”, while in conjunction with a low-dipping tone (Tone 3)
means “horse”. The 4 tones are phonetically described by 2 dis-
tinct dimensions: pitch height and direction (Tone 1: high-level,
Tone 2: low-rising, Tone 3: low-dipping, and Tone 4: high-falling).
Prior behavioral work has demonstrated that pitch height and
direction are critical language-universal dimensions underlying
variability in tone perception (Gandour and Harshman 1978;
Chandrasekaran et al. 2007b; Francis et al. 2008). Further, cross-
language studies comparing tone language and non-tone language
speakers revealed that language experience does not modulate
pitch height, but that the relative weighting of pitch direction is
language-dependent (Gandour and Harshman 1978). In particu-
lar, native speakers of tone languages weight pitch direction
more than non-tone language speakers, presumably because the
pitch direction dimension is more resistant to talker variability.

In the present study, native speakers of Mandarin Chinese
were instructed to listen to Mandarin tone categories in various
syllabic contexts (e.g., /ba3/ and /mal/) produced by different
talkers in 3 different tasks within the scanner. These tasks
included: (1) passive listening, (2) silent repetition and (3) tone
categorization using a button box. These tasks were selected
because cognitive components related to tone category proces-
sing are argued to vary across tasks significantly (e.g., less in
silent repetition and more in tone categorization). Here, we first
conducted univariate activation-based analyses on each of
these tasks to identify brain networks underlying task-related
processing of speech information. Second, we conducted a
“cross-task” decoding approach in combination with a search-
light algorithm (Kriegeskorte et al. 2006; Fairhall and
Caramazza 2013; Simanova et al. 2014) to determine the brain
areas revealing above-chance classification of tone categories.
Third, RSA (Kriegeskorte et al. 2008) was employed to reveal the
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representational structure in task-invariant core regions.
Specifically, we constructed 3 theory-driven dissimilarity mod-
els to uncover the extent to which different regions within the
fronto-auditory system represent different feature dimensions
related to tone processing as well as how brain regions com-
bine these dimensions to form abstract speech categories. Our
results demonstrate that support for core regions that disam-
biguate speech categories across task demands and irrespective
of surface-acoustic variability. These core regions were identi-
fied in the STG and inferior parietal lobule (IPL). Notably, frontal
regions did not yield speech category-related information. As a
post hoc analysis to assess the role of frontal regions identified
in prior studies (Myers 2007; Myers et al. 2009; Lee et al. 2012),
we conducted an additional voxel-wise parametric modulation
analysis to reveal the relationship between perceptual categori-
cal confusability and brain activation during tone categoriza-
tion. This additional analysis revealed neural activations in
frontal and parietal regions when a participant specifically
makes an overt tone category decision and validated a specific
hypothesis that these areas are involved in the mediating com-
petition between exemplars.

Materials and Methods
Participants

A total of 30 right-handed native speakers of Mandarin partici-
pated in the MRI experiment (13 male; age = 23.1 + 2.2 [mean +
SD] years). They reported normal hearing ability, had normal or
corrected to normal vision, and were without neurological
impairment, as confirmed by self-report, questionnaires, and
interviews. All participants were native Mandarin speakers, and
they had scores higher than second-class upper-level on the
Putonghua Proficiency Test, indicating high-level proficiency in
the ability to speak in Mandarin. We excluded 2 participants from
further analysis due to poor task performance (accuracy <70%, N = 1)
in the tone categorization task or due to excessive head move-
ments (>2 mm in any directions, N = 1). Before the experiment, all
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participants signed written informed consent forms approved by
the Institutional Review Boards of South China Normal University
and The Chinese University of Hong Kong.

Stimulus Construction

Natural exemplars (N = 80) of the 4 Mandarin tones were pro-
duced by 4 native Mandarin speakers (originally from Beijing;
2 female) in the context of 5 monosyllabic Mandarin syllables
(/bu/, /di/, /lu/, /ma/, /mi/). These tones were characterized by
fundamental frequency (FO) height and slope variations, such
as high-flat (tone 1), low-rising (tone 2), high-falling (tone 3),
low-dipping (tone 4). The stimuli were recorded using 16-bit
quantization and a 44.1-kHz sampling rate in a sound-isolated
booth. The stimuli were normalized for RMS amplitude of 70 dB
and duration of 442 ms (Perrachione et al. 2011). Independent
native speakers (N = 5) correctly identified the 4 tone categories
(>95%) and scored the stimuli as highly natural.

Tasks and Procedure

The fMRI experiment consisted of 3 different task sessions during
scanning, including a passive listening task, a silent repetition
task, and a tone categorization task (see Fig. 1). In the passive lis-
tening task, the participants were instructed to listen to the speech
sounds without making any behavioral response. In the silent rep-
etition task, participants were instructed to pronounce the item
that they just heard covertly. Covert repetitions were utilized to
minimize head movements. To make sure the participants inter-
nally produced the speech sounds during scanning, they were
asked to produce sounds overtly first (1 min) and did the same
task covertly for practice purposes before the fMRI experiment. In
the tone categorization task, participants were required to judge
which tone category they just heard by pressing a “1”, “2”, “3”, or
“4” button, which corresponded to their left index, middle and
right index, middle finger respectively, counterbalanced across par-
ticipants. The participants also briefly practiced before scanning to
establish the category-response mapping. Since the goal was to

Response
Stimulus presentation..
() Null
> -I > . Trial
! 1800ms 442ms 1800ms
Trigger A A
Image acquisition  iSilence gap:
1700ms 1700ms 1700ms
1TR(2500ms) time

Figure 1. MRI scanning and stimulus presentation procedures. Spare sampling with 800-ms silent gaps was employed. Sound stimuli were presented during the silent
gap. Button responses were required in the tone categorization task. No overt response was required for other 2 tasks.
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assess tone representations across task, the specific task order
(passive listening, silent repetition, and tone categorization) was
crucial. To avoid interference from the preceding task (Stevens
et al. 2010; Tomasi et al. 2014; Tung et al. 2013), we used a fixed
task order, in which the passive listening task was performed first,
and the tone categorization task was always performed last. We
asked participants to perform the tone categorization task last as
this task is most related to tone categorization and could poten-
tially exert a greater influence on the other tasks (e.g., paying more
attention to the tonal pattern instead of other speech information),
if the tone categorization task was performed before the silent rep-
etition task or the passive listening task.

Each task consisted of 3 runs. In each run, the stimuli were
presented on a screen using an MRI-compatible LCD projector.
Stimulus presentation and data collection were controlled by E-
Prime (Psychology Software Tools; version 2.0). The stimulus
presentation schema is described in Figure 1. We employed a
spare-sampling sequence with an 800-ms silence gap between
each imaging acquisition to reduce the interference of scanner
noise on neural activity related to speech categories. Therefore,
each stimulus was presented within each silence gap after each
imaging acquisition scan (Fig. 1, lower panel). We designed an E-
Prime program to receive continued trigger signals from the MRI
scanner so that the onset of each trial was synchronized with
the onset of each image acquisition. Also, to minimize the for-
ward masking effect induced by scanning noise, we added a
100-ms silence period before the presentation of each stimulus.
We presented each of the 80 stimuli once in a random order for
each run. Therefore, there were 60 sound trials per each tone
category were presented (240 sound trials total) for each task
context. To better estimate the hemodynamic response to each
item, we randomly added 20 null trials (i.e., silence, duration =
5s) between sound trials as jittered intertrial intervals in each
run. Therefore, each run consisted of 100 trials lasting about 4.8
minutes. We recorded each participant’s response and reaction
time (RT) in each trial during the tone categorization task.

MRI Data Acquisition

MRI data were acquired using a Siemens 3T Tim Trio MRI sys-
tem with a 12-channel head coil at the South China Normal
University. Functional images were recorded using a T2'-
weighted gradient echo-planar imaging (EPI) pulse sequence
[repetition time (TR) = 2500 ms with 800-ms silence gap, TE =
30ms, flip angle = 90°, 31 slices, field of view = 224 x 224 mm?,
in-plane resolution = 3.5 x 3.5mm?, slice thickness = 3.5mm
with 1.1mm gap]. Tl-weighted high-resolution structural
images were acquired using a magnetization prepared rapid
acquisition gradient echo sequence (176 slices, TR = 1900 ms,
TE = 2.53 ms, flip angle = 9°, voxel size = 1 x 1 x 1mm?).

MRI Data Preprocessing

All imaging data were preprocessed using SPM8 (Wellcome
Department of Imaging Neuroscience; www.filion.ucl.ac.uk/
spm/). For the voxel-wise univariate activation analyses, the
preprocessing procedure included correction for head move-
ment, coregistration between structural and EPI images,
normalization to a standard T1 template in the Montreal
Neurological Institute (MNI) space by using segmentation-
normalization procedure. The normalized images were then
resampled to 2 x 2 x 2 mm? voxel size and underwent smooth-
ing with a Gaussian kernel of 6-mm full width at half maxi-
mum. The preprocessing steps for the multivariate pattern

analyses (both classification and representational similarity
analyses) only included head movement correction and core-
gistration between EPI and T1-weighted images.

Univariate Activation-Based Analysis

To identify brain regions that activated in each task context,
we performed subject-level analysis by using the general linear
model (GLM). The design matrix of each task (passive listening,
silent repetition, and tone categorization) was constructed and
modeled separately. Within each task, a regressor of interest
corresponding to the onset of the sound presentation was con-
volved with the canonical hemodynamic response function.
We removed low-frequency drifts by using a temporal high-
pass filter (cutoff at 128 s) and used the AR1 correction for auto-
correlation. Six head movement parameters and the session
mean were also added into each design matrix as nuisance
regressors. The standard gray matter volume created from the
segmentation step for each participant was used as an inclu-
sive mask to restrict voxels of interest. In the group-level analy-
sis, we used a random-effect GLM model. In each task, we used
a one-sample t-test to identify brain areas that were activated
during stimulus presentation. Brain maps were first thre-
sholded at voxel-wise P = 0.005, and all reported brain areas
have been corrected P = 0.05 at the cluster-level using the
family-wise error (FWE) as implemented in the SPM package.

Multivariate pattern analysis

To investigate the local representation of tone category infor-
mation and to further reveal how different acoustic dimensions
of tone were encoded in the human brain, we first used MVPC
in combination with a whole-brain searchlight procedure
(Kriegeskorte et al. 2006) that selected local sphere voxels for
training and testing. Further, we used a RSA to investigate how
the brain areas identified from the MVPC above represented dif-
ferent dimensions of tone category information. Detailed meth-
odological steps consisting of the construction of the fMRI
feature space (fMRI feature construction and extraction), as
well as the cross-task cross-validation (CV) procedure and RSA
model construction, are described below.

MVPC Analysis

We conducted MVPA on data following realignment, but with-
out normalization or smoothing, generating statistical maps for
each participant. The resulting unsmoothed data for each par-
ticipant in their native space were analyzed using the GLM
with individual regressors for each item (e.g., /bul/, collapsed
across 4 talkers and 3 repetitions, 12 trials) that was used to cal-
culate single-item t-statistic maps for each task. In addition to
the stimulus regressors, 6 head movement regressors and a
session mean regressor for each run were also included in the
design matrix. The t-statistic maps were further used for multi-
variate analysis. We chose the T-statistic because it combines
the effect size weighted by error variance so that it is not influ-
enced by highly variable item estimates (Misaki et al. 2010). We
used the searchlight algorithm (Kriegeskorte et al. 2006) to
investigate neural representations of Mandarin tone categories
by using a linear support vector machine (SVM) classifier as
implemented in the LIBSVM toolbox (Chang and Lin 2011) and
CoSMOMVPA toolbox (Oosterhof et al. 2016). Classifiers were
trained and tested with each subject’s data. At each voxel,
sound induced activation values (t-values) for each item within
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a spherical searchlight (3-voxel-radius sphere, average contains
123 voxels) were extracted in each task. Therefore, in each
spherical searchlight, V x I x T value matrix was constructed,
where V referred to voxel, I referred to item and T referred to
task (i.e., 123 x 20 x 3). This matrix was input to an SVM classi-
fier for training and testing.

We operationally define “task-general” neural representa-
tion of speech categories as representations that emerge from
multivoxel activation patterns across 3 different tasks. To
investigate the extent to which category-related information
can be decoded from brain activation patterns across tasks, we
employed a leave-one-task-out CV procedure, wherein the clas-
sifier was trained on data set from 2 tasks and subsequently
tested on the remained task data set. We repeated this proce-
dure 3 times. Thus, only the tone category information com-
mon across tasks was informative to the classifier. Finally,
mean classification accuracy was calculated and mapped back
to the voxel at the center of each searchlight sphere. We con-
ducted the same procedure across all voxels in the brain and
generated classification accuracy brain maps for each partici-
pant. For comparison purposes, we also used the same search-
light procedure to classify syllables (5 classes), consonants
(4 classes), and vowels (3 classes), respectively.

To investigate the “surface-acoustics-invariant” neural
representation of speech category, we conducted cross-talker
and cross-exemplar whole-brain searchlight classification
analyses. In the cross-talker CV classification analysis, we
divided all the data into 2-fold based on different talkers
(female vs. male) irrespective of the task. To achieve this, we
constructed another first-level GLM analysis in which we mod-
eled male and female talkers’ item separately. Therefore, there
were 40 regressors in the design matrix (20 items by 2 talkers)
for each task. We trained an SVM classifier by using the male
talker’s items and tested the classifier by using the female talker’s
items, and vice versa. Thus, only the tone (or syllable identity)
information common across talkers was informative to the classi-
fier. In the second cross-exemplar CV classification analysis, we
divided all the data into k folds irrespective of the task, in which
k =5 (based on syllable) if we classified tone category, whereas
k = 4 (based on tone) if we classified syllable identity. We subse-
quently conducted a whole-brain searchlight classification analy-
sis with the k-fold CV. Therefore, only the tone (or syllable
identity) information common across exemplars was informa-
tive to the classifier. The 2 CV classification analyses were con-
ducted independently of task information to the classifier.
Thus, if this approach identifies comparable brain regions, this
would provide converging evidence of task-general and surface-
acoustic-invariant neural representation of speech categories.

Additionally, we also conducted whole-brain searchlight clas-
sifications for tone category and syllable identity within each
task to reveal task-specific neural representations of speech cate-
gories. During fMRI scanning, there were 3 runs for each task.
Here, we constructed new first-level GLM models for each task,
in which we modeled each item individually while collapsing the
same item across talkers for each run. Therefore, each run con-
sists of 20 items. We used a leave-one-run-out CV procedure to
conduct the classification analysis for each task separately.

For the whole-brain group-level analysis, the classification
accuracy map for each subject was first normalized to MNI space
using the parameters estimated from the segmentation step and
then entered into a one-sample t-test. All group statistical maps
from multivariate analyses were thresholded at voxel-vise
uncorrected P < 0.005, with cluster-level FWE-corrected P < 0.05.
In addition to the whole-brain MVPC, we also conducted an

ROI-based MVPC analysis on each predefined brain region to
reveal brain representation differences between tone categories
and other speech information (i.e., syllable identity, consonant,
and vowel). All ROI brain masks were first defined and con-
structed in the standardized MNI space and then projected
those masks back to the native space for each participant. We
extracted brain activation patterns in the native subject space
and further conducted classification analyses.

Representational Similarity Analysis

We used RSA (Kriegeskorte et al. 2008; Kriegeskorte and Kievit
2013) to delineate the relationship between neural representa-
tion similarity and stimulus-derived perceptual similarity for
those regions that yielded significantly above-chance tone clas-
sification. Three hypothesized representational dissimilarity
matrices (DSMs) were created according to unidimensional fun-
damental frequency (FO) height (pitch height), FO slope (pitch
direction), and multidimensional (FO height plus FO slope)
respectively (see Fig. 4 for graphical illustration) (Maddox et al.
2014; Chandrasekaran et al. 2015; Yi et al. 2016). To create the
pitch height model, we calculated the distance between each
pair of items according to their FO height. We constructed the
pitch direction model in the same way but instead in accor-
dance with each pair's FO slope. For the multidimensional
model, we first created a 2-dimensional space according to
both FO height and FO slope dimensions (Fig. 4A). The distance
between each pair in this 2-dimensional space was computed
and converted into a distance matrix (i.e., dissimilarity matrix).
We then normalized these distance DSMs by scaling between 0
(low dissimilarity, i.e., close in the distance) and 1 (high dissim-
ilarity, i.e., far from each other in the distance). A binary tone
category model was also constructed based on combinations of
the 4 tone categories (i.e., 0 for the same category, 1 for differ-
ent category). We observed a certain degree of correlation
between these 4 DSMs. The Spearman’s rank correlation
between pitch height and pitch direction model was rho = —0.17
(P = 0.02), while rho = 0.71 (P < 0.001) between the multidimen-
sional and tone category models. The correlation between the
pitch height and multidimensional models was rho = 0.43 (P <
0.001), and rho = 0.51 (P < 0.001) between the pitch height and
tone category models. The correlation between the pitch direc-
tion and multidimensional models was rho = 0.79 (P < 0.001),
and rho = 0.46 (P < 0.001) between the pitch direction and tone
category models.

Voxel activation values (t-statistic values) of each item within
each ROI mask were extracted to calculate dissimilarity (using
1—Pearson’s correlation) between each pair of items for creat-
ing a neural dissimilarity matrix. This neural DSM then corre-
lated with each theoretical model DSM by using Spearman’s
rank correlation. In additional RSA analyses, to investigate
unique contribution of each theoretical model DSM, fMRI DSM
was correlated with each theoretical model DSM while control-
ling for effect of other theoretical model DSMs by using partial
Spearman’s rank correlation.

Additional Data Analyses: Voxel-Wise Parametric
Modulation Analysis.

We examined the relationship between the tone confusability
and brain activity in the categorization task by using an item-by-
item parametric modulation analysis (Buchel et al. 1996, 1998).
As a complementary analysis, this analysis highlights regions
involved in the active tone categorical perception beyond the
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brain representation of tone categories. Here, we aimed to iden-
tify brain regions that would be more activated when an item is
more perceptually confused with other items in tone categories.
Because, the behavioral performance of the tone categorization
task was the ceiling for the native Mandarin participants, we
quantified the tone confusability by measuring the inverse
acoustic distance between within-category and between-
category items (see Fig. 6A). Here, we computed a perceptual
tone confusion index (CI) according to the multidimensional
model for each item by using the following equation:

Cli)=1 - % Y BD;j - 1 Y WDy
iz n 2k

Here, n denotes the number of items that belong to the
same tone category as item i (i.e., within-category items), and N
denotes the number of items that belong to different categories
(i.e., between-category items). BDy refers to the between-
category distance (BD) between items i and j, while WDy, refers
to the within-category distance (WD) between items i and k.
Thus, CI(i) is the summarized tone confusion score of item i
(see Fig. 6A for details). Then, these confusion values were z-
transformed before entering into further analysis.

In the subject-level analysis, the CI for each item was used as
a parametric modulation weight in the design matrix. Also, we
included the button press regressor, “~1” for the left-hand button
press and “1” for the right-hand button press, in the design
matrix to regress out button press response related effects. Head
motion parameters and the session mean were also modeled
separately as nuisance regressors. In the group-level analysis, a
one-sample t-test was used to define significant voxels. Thus, the
result would reveal which regions show a monotonic modulation
in activity as a function of tone confusion.

Results
Behavioral Performance

The native Chinese participants achieved nearly perfect tone
categorization performance (mean accuracy = 96.6%, SD = 3.6;

mean RT = 1055.8ms, SD = 151.3) in the tone categorization
task. Also, to determine the relationship between RT and con-
fusion index (CI), we conducted a correlation analysis between
these 2 variables across items for each participant. At the
group-level, we found that RT-CI correlation was significantly
higher than null hypothesis (.7 = 4.19, P < 0.001), which sug-
gests that items that were more perceptually confusable with
other exemplars required a longer time to respond.

Univariate Brain Activation

The univariate GLM analysis revealed robust common activa-
tion in the auditory cortex (bilateral Heschl’s gyrus and STG)
induced by the sound stimulus compared with baseline across
tasks (Fig. 2A). We also observed different activation patterns in
different tasks. In the passive listening task, besides the bilat-
eral auditory cortex, the dorsal superior frontal gyrus adjacent
to supplementary motor areas (SMA) and the superior parietal
cortex were also activated, while the bilateral precentral gyrus,
SMA, bilateral putamen, and cerebellum were found to be acti-
vated in the silent repetition task. Furthermore, during the tone
categorization task, we observed bilateral STG as well as atten-
tion- and motor-related region activations, which consisted of
the bilateral middle frontal gyrus, precentral gyrus, bilateral
inferior and superior parietal regions, as well as SMA and bilat-
eral putamen activation.

Cross-Task Searchlight Classification of Speech
Category

The overall cross-task tone category and syllable identity clas-
sification maps, attained by the whole-brain searchlight multi-
voxel pattern classification, was determined separately. We
found 3 regions associated with significantly above-chance
tone category classification performance (see Supplementary
Fig. S6 for searchlight classification results with different CV
procedures), including the left anterior superior temporal gyrus
(LaSTG, peak MNI coordinates: x = =52, y = —18, z = 2), right
superior temporal gyrus (RSTG, peak MNI coordinates: x = 62,

Figure 2. Brain activation maps of sound versus baseline for each task. (A) Overlap brain map of sound activations across the 3 tasks. Label abbreviation: L, Passive
Listening; R, Silent Repetition; C, Tone Categorization. (B) Sound versus baseline activation maps for each task. (C) Differences in brain activation between each pair of

tasks.
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y = —24, z = 12) and LIPL (peak MNI coordinates: x = =32, y = —36,
z = 40). In contrast, only bilateral STG were found to be signifi-
cant in classifying syllable identity (Fig. 3A, see Supplementary
Fig. S3 for slice view of the results). The determination of the
neural representation of tone categories is also different from
that of other segmental information (e.g, consonants and
vowels). We found that the right STG was significantly above-
chance and most salient for both consonant and vowel classifi-
cation (see Supplementary Fig. S1), which was similar to the syl-
lable identity classification searchlight pattern. Although the
task-specific neural representation of tone category and syllable
identity are not the focus of the present study, we conducted
within-task searchlight classification for each task separately
for completeness. Supplementary Figure S2 showed the task-
specific brain representation of tone categories and syllable
identity, respectively.

To further delineate the differences between tone and sylla-
ble classification in brain geometry, we conducted additional
ROI-based classification analyses to compare classification per-
formance between the anterior and posterior LSTG, and between
left and right STG. The upper panel of the Figure 3B shows a
sliced view of the 2 subregions of the LSTG that were derived
from the searchlight tone and syllable classification maps,
respectively. For visualization purposes, we extracted all voxels’
classification performance (t-values) within an anatomically
defined LSTG mask derived from the atlas of Automated
Anatomical Labeling (Tzourio-Mazoyer et al., 2002) for separate
tone and syllable classification. This quantitative analysis
showed that tone-decoding ability was gradually increased from
the posterior to the anterior of STG, while the opposite pattern
was observed for syllable-decoding (Fig. 3B, lower panel). To fur-
ther access the anterior-posterior segregation in speech infor-
mation representation, we examined syllable classification

A Cross-task Decoding

B Anterior vs. Posterior

® Tone decoding © Syllable decoding
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performance in the tone-decoding mask (LaSTG) and examined
tone classification performance in the syllable-decoding mask
(LpSTG). Note that the ROI selection is independent of the classi-
fication analysis we conducted to avoid double dipping bias. We
found that tone classification performance was not significantly
above-chance for the syllable-decoding LpSTG (tp7) = 1.13, P =
0.27). Similarly, syllable identity classification performance was
not significantly above-chance for the tone-decoding LaSTG (7
= 0.59, P = 0.56). These results suggest that there is an anterior-
posterior segregation in the representation of tone category and
syllable identity information.

In the second analysis, we compared the classification per-
formance between the left and right STG for tone category and
syllable identity separately. First, 2 STG masks (LSTG and RSTG)
were created by using a conjunction analysis to identify the
common brain regions that were activated in sound versus
baseline across tasks (Fig. 2A, brain areas in white color). Then,
the activation patterns of the left and right STG for each item
were extracted and fed into the cross-task classification proce-
dure separately to generate classification accuracy for each
subject. We conducted a 2-by-2 repeated measure ANOVA
(hemisphere-by-classification type). We found a significant
interaction effect (F = 9.49, P = 0.0045), and a main effect of clas-
sification type (F = 26.67, P < 0.001). However, the main effect of
hemisphere was not significant (F = 0.79, P = 0.38). In addition,
We found apparent left laterality of the STG for tone decoding,
while quantitative rather than qualitative, with weaker effects
being evident in the right hemispheric regions (left STG: t;) =
3.92, P < 0.001, right STG: t;,7) = 1.88, P = 0.07; left versus right
STG: t7) = 1.29, P = 0.209). In contrast, right laterality of STG
both quantitatively and qualitatively was more evident for
syllable-decoding (left: t,7) = 0.51, P = 0.61; right: t(,7) = 3.16, P =
0.003; left versus right STG: t;; = 2.62, P = 0.01). Altogether,

C Cross-talker Tone Decoding

A

E 3 Posterior
g 88

M °

g Egggcoge
S 3z ggg o

£ 2488

-

s 1

®

g ofj i
g TO0eE oof
)

O 50 -30

Wl Tone []Syllable [ ]Overlap

g

@

Anterior
L]

-10

10

Bl Cross-task [ECross-talker [JOverlap

MNI'Y coordinate

Figure 3. Brain-based classification of speech categories. (A) Searchlight brain classification maps of cross-task tone decoding and syllable-decoding. Voxel-level P <
0.005, cluster-level FWE-corrected P < 0.05. The left-side brain is right hemisphere and the right-side brain is left hemisphere. Upper panel, the whole-brain search-
light results of tone classification; middle panel: the searchlight results of syllable identity classification; lower panel, conjunction map of tone and syllable classifica-
tion. (B) Anterior—posterior gradient of tone category and syllable identity representation in the LaSTG. Upper panel left, slice view of anterior-posterior separation
from whole-brain searchlight analyses; Upper panel right, anatomical defined LSTG mask derived from the atlas of Automated Anatomical Labeling (AAL) (Tzourio-
Mazoyer et al., 2002); Bottom panel, Dissociation between tone category and syllable identity classification performance in anatomical location (anterior vs. posterior
STG). The left anterior STG was more sensitive to tone category than the left posterior STG. (C) Cross-talker whole-brain searchlight classification results (top panel)

and conjuction with cross-task tone decoding results (buttom panel).
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these results reveal the topological and hemispheric differ-
ences in neural representation of tone category and syllable
identity.

Cross-Exemplar Searchlight Classification of Speech
Category

We conducted additional ROI-based and whole-brain searchlight
classification analyses to address the extent to which the “core
representation” of tone categories is surface-acoustic-invariant to
talker and syllable information. Here, we define surface-acoustic-
invariant tone category representation as tone category informa-
tion that is shared across exemplars (i.e., talkers or syllables).
Therefore, we constructed another CV procedure that trained
classifiers from some exemplars and tested the classifier on the
remaining exemplar. First, we conducted an ROI-based cross-
talker CV procedure to classify tone categories. To achieve this,
we constructed another first-level GLM analysis in which we
modeled male and female talker separately. Therefore, in each
task, there were 40 regressors in the design matrix (20 items, 2
talkers). We trained the SVM classifier by using the male talker’s
items and tested the classifier by using the female talker’s item,
and vice versa. We found that the cross-talker tone classification
was significantly above-chance for all the 3 regions (LaSTG, tp7) =
2.59, P = 0.014; RSTG, tp7) = 3.51, P = 0.002; LIPL, t;; = 461, P <
0.001). We also conducted a whole-brain searchlight cross-talker
tone classification analysis to confirm the ROI analysis results.
Figure 3C shows the cross-talker whole-brain searchlight tone
classification results. We found that there were largely overlap-
ping brain areas between the cross-task and cross-talker classifi-
cation brain maps (Fig. 3C, bottom panel; also see Supplementary
Fig. S4A). These findings suggest that tone category representa-
tion is talker-invariant for the 3 brain areas that were identified
by the cross-task CV procedure.

Second, we used a cross-syllable CV procedure to confirm
our findings further. We divided all the data into 5 folds accord-
ing to the syllable identity. We trained the SVM classifier by
using items from 4 syllables and tested the classifier on the
remaining syllable. This procedure was repeated 5 times, and

the average accuracy was computed. A ROI-based cross-syllable
tone classification analysis revealed that the classification per-
formance were significantly better than chance for all the 3
regions (LaSTG, tp7) = 2.98, P = 0.006; RSTG, t(,7) = 2.45, P = 0.021;
LIPL, ti7 = 5.30, P < 0.001). A whole-brain searchlight analysis
further confirmed this finding (see Supplementary Fig. S4B). In
summary, both cross-talker and cross-syllable tone classification
analyses confirmed that tone category information is shared
across exemplars.

RSA Results

The searchlight classification analysis allowed us to identify
brain regions with a high overall sensitivity to tone categories
but did not enable us to assess the detailed relationship
between items or between categories based on the multivoxel
patterns. By using RSA, we further delineated what aspect of
speech information content was encoded in the multivoxel pat-
tern of activity in the 3 identified regions (i.e., LaSTG, RSTG, and
LIPL). Pitch height, pitch direction, and multidimensional
(height plus direction) dissimilarity matrices (see Fig. 4B) were
derived from the speech signals, representing different sources
of stimulus information.

We found that these regions were sensitive to different
dimensions of speech signal. First, the neural DSM of all
3 regions were significantly correlated with the pitch height
model (Fig. 5B; LaSTG: t7) = 4.85, P < 0.001; RSTG: t(p7) = 442, P <
0.001; LIPL: tp7 = 6.51, P < 0.001). Such effects were still statisti-
cally significant even though the contribution of the pitch direc-
tion model was controlled using a partial correlation approach
(RSTG: t7) = 4.38, P < 0.001; LaSTG: t;7) = 5.06, P < 0.001; LIPL:
tp7) = 6.84, P < 0.001; see Figure 5B bar graphs with label D).

Second, the pitch direction model was not significantly associ-
ated with neural DSM in the RSTG (t7 = —0.15, P = 0.88; control-
ling for the pitch height model: t,7 = 0.19, P = 0.85), but the pitch
direction model was marginally significantly related to the neural
DSM in the LaSTG (tp7 = 1.86, P = 0.07; controlling for the pitch
height model: LaSTG: t7 = 2.11, P = 0.04). We found the most
robust effect in the LIPL even when the variance of pitch height
model was controlled (LIPL: t;7 = 7.05, P < 0.001).
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Figure 4. Illustration of constructing stimulus-derived dissimilarity matrices (DSM). (A) Scatterplot of all items (averaged and normalized across talkers) from the fMRI
experiment is showed in a 2-dimension (FO height, a correlate of pitch height; FO slope, represents pitch direction) space. (B) Three stimulus-derived DSMs were con-
structed by calculating Euclidean distance between each pair of items based on unidimensional FO height, FO slope, and the 2-dimensional space, separately. The
DSMs were then scaled to between 0 and 1, in which blue color squares indicate high similarity while warm color squares indicate high dissimilarity. T in the figure

refer to tone.
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Figure 5. RSA on the 3 regions that were identified by the searchlight cross-task tone classification analysis. (A) Three hypothesized dissimilarity matrices, which
were constructed by calculating the distance between each pair based on pitch height, direction and both height and direction dimensions (see Fig. 4 for details); (B)
Model fits (Spearman rank correlations) between hypothesized models and fMRI dissimilarity matrices were showed. The gray color labels under each bar represent
different model fit methods: NO, not controlled the variance of any model; D, controlled the variance of the pitch direction model; H, controlled the variance of the
pitch height models. **, P < 0.01; *, P < 0.05; *P < 0.1; n.s., not signification. Error bars denote standard error of the mean.

Thirdly, the multidimensional model (i.e., pitch height plus
direction model) was significantly correlated with neural DSM for
all 3 regions (RSTG: t7) = 3.47, P < 0.001; LaSTG: tp7) = 4.76, P <
0.001; LIPL: t;o7) = 9.83, P < 0.001). However, this effect was dimin-
ished in RSTG when the variance of pitch height model was con-
trolled (tp7 = 1.68, P = 0.1), which indicated that the RSTG was
dominantly associated with the representation of pitch height
information. In contrast, this multidimensional model was still
significantly correlated with neural DSM in both the LaSTG (con-
trolling for pitch height model: t;7 = 3.14, P = 0.004; controlling
for pitch direction model: t,7) = 4.75, P < 0.001) and the LIPL (con-
trolling for pitch height: t.7 = 8.22, P < 0.001; controlling for pitch
direction: t7 = 9.19, P < 0.001) even either pitch height or direc-
tion model was controlled (Fig. 5, right panel). These results sug-
gested that the neural activity pattern in the LaSTG and LIPL
could be best characterized by combining multidimensional
speech information (pitch height and direction).

Voxel-wise Parametric Modulation Analysis of Tone
Category Confusion

Besides bilateral auditory cortices, previous studies have shown
that activity in the prefrontal cortex can differentiate speech cate-
gories (between- vs. within-category) during speech perception
(Myers et al. 2009; Myers and Swan 2012; Chevillet et al. 2013;
Alho et al. 2016). Using an adaptation paradigm, activations in the
prefrontal cortices are sensitive to changes between phonetic

categories but insensitive to surface-acoustic changes within a
category. One potential explanation for this finding is that the
prefrontal cortices (e.g., inferior frontal gyrus) relate to decisional/
cognitive processes rather than categorical speech representation.
As an ad hoc analysis, we tested the extent to which prefrontal
cortex activity is increasingly engaged for more confusable tone
category items. We performed a trial-by-trial voxel-wise paramet-
ric modulation analysis looking for effects of perceptual tone cat-
egory confusability. Our metric of tone confusability was derived
from the multidimensional pitch height plus direction model (see
Fig. 6A and “Materials and Methods” section).

We found that increased tone confusability was associated
with increased activity in the left inferior frontal gyrus (LIFG,
peak MNI coordination: x = —40, y = 8, z = 24) and LpIPL (peak
MNI coordination: x = —=30, y = =62, z = 36) (Fig. 6B). In addition
to tone category information being reflected in the multivoxel
activation pattern in the RSTG, LaSTG, and LIPL, local activity
in fronto-parietal regions are sensitive to the extent of percep-
tual similarity with other between-category items, therefore
requiring additional cognitive/decisional processes to differen-
tiate category information.

Discussion

We assessed task-general and talker-invariant neural represen-
tation of native speech categories using MVPC analysis and
RSA. We examined neural responses to stimulus presentation



3250 | Cerebral Cortex, 2018, Vol. 28, No. 9

A B
Height + Direction model
/bul

7D
=1/ %

Mean Between-category
Distance (BD)

* Mean Within-category /
Distance (WD)

e.g., Tone confusion index of /bul/:
Cli/buif)=1- |BD - WD|

pe10” [ PUaIC 10°

Figure 6. Left inferior frontal and parietal regions were more activated when an
item is more perceptually confused with other items from other tone categories
compared with items from its category during tone categorization. (A) Tone con-
fusion index was calculated for each item based on the multidimensional pitch
height plus direction model. (B) Brain activation in the LIFG and LpIPL were signif-
icantly positively correlated with confusion scores. LIFG, left inferior frontal gyrus;
LpIPL, left posterior inferior parietal lobule. Voxel-wise P < 0.005; cluster-size
FWE-corrected P < 0.05. This figure is visualized on the standard rendered cortex
surface. The threshold was set to voxel-wise P = 0.01 for visualization purpose.

in different task constraints: passive listening, repetition, and
categorization. Activation in response to speech stimuli was
task-dependent: all tasks elicited the bilateral STG; when repeti-
tion was the goal, there were greater fronto-motor-related activ-
ities; when categorization was the task goal, there was more
activity in the bilateral parietal and premotor regions, compared
with passive listening (Fig. 2). By employing MVPC, we found 3
core regions within a temporoparietal network, including the
RSTG, LaSTG, and LIPL, which yielded a significantly above-
chance classification of native Mandarin tone categories. The
classification was significantly above chance, common across
tasks and irrespective of surface features, which supports the
functional specialization perspective (i.e., core neural represen-
tation). The brain representation of tone categories, revealed by
cross-task decoding procedures is qualitatively differing from
that of in syllable, consonant, and vowel. Moreover, by using
RSA, we found region-specific representational differences: mul-
tivoxel patterns in the RSTG is predominantly sensitive to uni-
dimensional pitch height information, while that in the LaSTG
and LIPL represent multidimensional information related to the
combination of pitch height and direction. In an additional
analysis, we found that tone confusability derived from the
multidimensional representational model is related to the
engagement of the fronto-parietal cognitive control network
during tone categorization. Specifically, we found that the left
inferior frontal and parietal regions are more engaged for items
that are more behaviorally confusable (validated by slower RT
despite high accuracies) with other items. Altogether, our
results not only identify core brain regions that represent task-
general and talker-invariant speech category information but
also reveal the fine-grained representational structure underly-
ing the neural representation of tone categories. Outside these
core regions, a fronto-parietal network is engaged when catego-
rization is particularly challenging due to high confusability.

Task-General and Acoustic-Invariant Neural
Representation of Native Speech Categories

In this study, we identified the neural representation of speech
categories across 3 different task contexts and under various
acoustic realizations (i.e., talkers and syllables). Previous studies
have revealed a broad brain network involved in the representa-
tion of speech information that encompasses the anterior and
posterior language areas. This widespread brain network is

associated with the mapping of the acoustic signal to the inter-
nal representation of speech categories (Formisano et al. 2008;
Chang et al. 2010; Lee et al. 2012; Myers and Swan 2012; Du et al.
2014; Mesgarani et al. 2014). However, prior studies have also
revealed that neural representations of speech categories are
highly task-dependent. Since a majority of studies have employed
a single task to examine speech representation, the extent to
which brain areas within the broad language network actually
reflects the stored representations of speech categories is debat-
able. Previous findings on both visual and speech domains have
shown that task demand modulates the neural representation
of external signals. For example, Bonte et al. (2014) showed that
the activity pattern in the bilateral STG contributing to speech
category representations is sensitive to whether the participants
performed a talker or a phoneme identification task on the same
set of stimuli. Moreover, recruitment of frontal and motor
regions in support of building speech categories representation
is also shown to be related to the task context. Arsenault and
Buchsbaum (2016) revealed that activation pattern in the fronto-
motor cortex is related to speech classification only in a speech
production task, but not in a passive speech processing task.
Activity pattern in the bilateral STG, but not in fronto-motor
region, can be used to decoded different dimension of speech fea-
tures in a sex discrimination task (Arsenault and Buchsbaum
2015). This evidence together with findings from other domains
suggested that different task contexts may trigger different cogni-
tive processes and strategies, which would potentially warp the
neural representation of specific information (Kok et al. 2012;
Cukur et al. 2013). Here, we showed that bilateral STG and LIPL are
core regions that represent linguistically relevant categories across
task demands and irrespective of surface-acoustic variation.
These findings reveal a functional specialized and focal brain net-
work underlying forming native speech category representation.
Here, we also observed that different task demands modu-
lated the extent of category-based information, reflected by dif-
ferences in classification performance between tasks (see
Supplementary Fig. S2 for within-task searchlight classification
results). We found that the tone categorization task-induced
higher tone classification performance in comparison to pas-
sive listening and repetition tasks. In the tone categorization
task, participants are required to focus on the tone categories
and plan a motor response (button-press) to indicate (tone) cat-
egory information. This task only requires the participants
focus on the tone information of the stimulus while ignoring
syllabic/talker variation and response as accurate as possible.
In contrast, during the silent repetition task, participants need
to (silently) repeat what they just heard, which requires multi-
ple cognitive-linguistic processes, including focusing on syl-
labic (and tone) information, and covert articulatory planning.
Therefore, the amount of tone category information encoding
in the activation pattern would be significantly different (much
more in the tone categorization task compare to the repetition
task). Nevertheless, our data show that even in tasks that do
not require a primary focus on tone information (silent repeti-
tion and passive listening), we can still decode tone category
information using cross-task, CV approach, which supports the
functional specialization to tone information in these regions.

Fine-Grained Acoustic Structure in the Neural
Representation of Tone Categories
Extensive prior work has shown that multiple dimensions underlie

perception of linguistic tones (Gandour 1978; Gandour and
Harshman 1978; Chandrasekaran et al. 2007a; Francis et al. 2008).
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Multidimensional scaling studies have demonstrated that 2 critical
pitch-related dimensions are used to disambiguate tone categories
across languages: pitch height and pitch direction (Gandour and
Harshman 1978; Chandrasekaran et al. 2010). Although pitch
height is the dominant dimension for tone differentiation across
languages (Gandour and Harshman 1978), native speakers of tone
languages do not weight this dimension more than non-native
speakers (Chandrasekaran et al. 2007a). In contrast, native speak-
ers demonstrate a more robust neural encoding of dynamic pitch
information, as revealed by electrophysiological studies (Krishnan
et al. 2005; Chandrasekaran et al. 2009), and attend more to pitch
direction as a dimension, relative to non-native speakers (Gandour
1983). Integrating pitch height and direction within a representa-
tional space allows listeners to extract tone categories with less
interference from surface features (talker and syllabic variability).
Indeed, when non-native speakers of tone languages are trained to
categorize tones, successful learmers tend to switch from focusing
on unidimensional (height) cues to using more multidimensional
strategies (pitch height + direction) (Chandrasekaran et al. 2016; Yi
et al. 2016). Here, we employed RSA to assess the representational
structure of these core regions that elicited task-general and
talker-invariant tone classification. Neural similarity structures of
the core regions correlate with the dominant pitch height model,
but the LaSTG and LIPL regions were more sensitive to multidi-
mensional pitch cues compared with RSTG. Pitch height informa-
tion was prominent in bilateral STG, which is consistent with
previous activation findings that the bilateral STG represents static
pitch patterns (Warren et al. 2003; Hall and Plack 2009). Critically,
both the LaSTG and LIPL are sensitive to multidimensional fea-
tures, even when the variance of pitch height, the dominant
dimension, is controlled. This finding is consistent with prior work
that has demonstrated that activation of the left STG/STS is related
to speech signal processing (Mazoyer et al. 1993; Scott et al. 2000;
Narain 2003; Spitsyna et al. 2006). Also, the LSTG shows increased
activation after a short-term lexical tone categorization training
(Wang et al. 2003) and a sound-to-meaning lexical tone training
task (Wong et al. 2007) for non-native speakers. Our findings,
extending this previous observation, indicate that the LaSTG is
related to activation patterns that encode multiple dimensions
related to category information.

Moreover, we found that multivoxel patterns in the LIPL
encoded information related to multidimensional (pitch height
+ direction) speech information even after the variance of pitch
height, pitch direction, or tone category models was controlled.
This finding suggested that the LIPL is critical in representing
higher-order abstract speech information as a result of inte-
grating different dimensions of speech information compared
with functions of bilateral STG. Prior work has argued that the
left IPL may be critical in computing the relative weighting of
multidimensional cues in a task-specific manner (Scharinger
et al. 2015), and may be a part of a domain-general network
that relates to flexibility in cue utilization (Geng and Mangun
2009). Additionally, Du et al. (2014) have found that multivoxel
pattern activity of the LIPL exhibited robust phoneme categori-
zation. In the present study, we observed that activation
strength in the IPL is particularly strong in the categorization
task, which requires the very specific goal-directed use of pitch
cues. However, in the cross-task MVPC analyses, only informa-
tion related to tone category (irrespective of surface structure
and task context) was captured by the classifier and generalize
to the items in another task. Moreover, we have shown conver-
gent evidence supporting LIPL representing tone category and
multidimensional information by using searchlight classification
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and ROI-based RSA respectively. We posit that the representa-
tional structure within the LIPL contains multidimensional acoustic
features that do not vary by task or surface features. However, the
cues may be differentially-weighted in a goal-directed man-
ner during the overt act of categorization.

Neural Representation of Tone Categories Differs from
that of Syllable Information

Our results revealed topographical and hemispheric differences
in the neural representation of tone category and syllable iden-
tity, as well as segmental information (consonants and vowels).
The neural representation of tone category information was
localized to the RSTG, LaSTG, and LIPL, while the neural repre-
sentation of syllable identity was localized to the bilateral STG
(dominant on the right hemisphere). Within the left STG,
searchlight classification analysis further revealed a more ante-
rior brain representation for tone categories, compared with
that of syllable identity.

Moreover, compared with syllable representation, tone repre-
sentation was more dominant in the left hemisphere. Previous
studies have found evidence that lateralized activation pattern of
speech processing is dependent on the linguistic relevance (native
vs. non-native language) (Wang et al. 2004; Xu et al. 2006; Zatorre
and Gandour 2008) and categorical nature of the stimulus
(Liebenthal et al. 2005). However, since both tone and syllable
information can signal word meaning in tonal languages, the
topographical and hemispheric differences cannot be accounted
for by differences in linguistic relevance. Another possibility is
that native Chinese speakers may weight tones differently com-
pared with other segmental information (e.g, consonants and
vowels) due to differences in information value in constraining
word meaning (each tone is associated with more words than
consonants and vowels) and acoustic properties (dynamic vs.
static). In line with this hypothesis, previous behavioral studies
have found that tone is relatively more vulnerable to interference
compared with other speech dimensions by using the Garner
interference paradigm (Tong et al. 2008). Similarly, using a priming
paradigm, researchers have shown that the syllable itself triggered
implicit priming effects, whereas tone-alone prime did not (Chen
et al. 2002). Underlying neural representation differences in both
hemisphere and topography between tone and syllable identity
may drive these behavioral effects. Further studies are required
for delineating the direct relationship between the neural repre-
sentation of these speech cues and behavioral consequences.

The Role of Fronto-parietal Network in Tone
Categorization

Prior work has pointed towards a role for frontal regions in
speech representation (Myers et al. 2009; Lee et al. 2012; Alho
et al. 2016). However, our cross-task MVPC and RSA analyses did
not reveal frontal areas in the core network. As an ad hoc analy-
sis, we examined the extent to which frontal regions are driven
by decisional processes that mediate competition between con-
fusable categories (Blumstein et al. 2005; Myers 2007). Note that
even though behavioral performance on the categorization task
is close to the ceiling, categorization is nonetheless computation-
ally challenging given the considerable acoustic overlap between
tone categories. Moreover, we found a significantly positive cor-
relation between the tone confusion scores and RT across items
(reported in the “Results” section). Given that native listeners are
excellent at categorizing tone patterns despite the variability, the
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goal of the parametric modulation analysis was to evaluate the
brain mechanisms that assist in the resolution of category confu-
sions (based on the acoustic-feature space, Fig. 4) in contrast to
the encoding the similarity between exemplars (of a category)
that is revealed by multivariate pattern analyses. Here, we found
that the inferior frontal and parietal regions engage more for
items that are more confusable in tone category during tone
identification task. These results showed that, in addition to
bilateral STG and LIPL representing different aspects of tone cate-
gory information, the fronto-parietal network has greater
involvement in the discrimination of more confusable items.

Consistent with our findings, brain lesion studies have shown
that damage to fronto-parietal areas in the left hemisphere is
related to deficits in tasks that require the discrimination or
identification of speech syllables (Blumstein et al. 1977; Caplan
et al. 1995). Moreover, previous imaging studies have found that
frontal activation is related to the speech category by using dif-
ferent priming paradigms. For example, Myers et al. (2009) found
that LIFG activation was insensitive to subtle within-category
acoustic changes but sensitive to between-category phonetic
changes by using an adaptation paradigm. In the additional
parametric analysis, we used a single-item regressor to reveal
the extent to which activation strength in LIFG and LpIPL are
associated with tone confusability (between-category vs. within-
category). We also confirmed that the multivoxel activation pat-
tern in the LIFG and LpIPL were not significantly related to any
theoretical similarity model across tasks. These convergent find-
ings altogether imply that the LIFG and LpIPL were associated
with task-related cognitive processes that may assist in deci-
sional processes underlying categorization. However, future
studies are required to reveal the functionality of these brain
areas in speech perception.

Conclusion

In conclusion, we found functionally specialized core regions
representing speech categories across task demands and irre-
spective of talker variability. We further revealed a fine-graded
representational structure for each of those brain areas, dem-
onstrating a brain system with a graded hierarchical organiza-
tion representing speech information from unidimensional to
multidimensional structure. These results emphasize a critical
role of bilateral STG and LIPL in representing task-general and
talker-invariant speech categories and providing further evi-
dence for the role of the left inferior frontal and parietal regions
in supporting the precise distinction of speech items during
active categorization.

Supplementary Material

Supplementary data are available at Cerebral Cortex online.
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