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Abstract

Differential mobility spectrometry (DMS) based detectors require rapid data analysis capabilities, 

embedded into the devices to achieve the optimum detection capabiites as portable trace chemical 

detectors. Automated algorithm-based DMS dispersion plot data analysis method was applied for 

the first time to pre-process and separate 3-dimentional (3-D) DMS dispersion data. We previously 

demonstrated our AnalyzeIMS (AIMS) software was capable of analyzing complex gas 

chromatography differential mobility spectrometry (GC-DMS) data sets. In our present work, the 

AIMS software was able to easliy separate DMS dispersion data sets of five chemicals that are 

important in detection of volatile organic compounds (VOCs): 2-butanone, 2-propanone, ethyl 

acetate, methanol and ethanol. Identification of chemicals from mixtures, separation of chemicals 

from a mixture and prediction capability of the software were all tested. These automated 

algorithms may have potential applications in separation of chemicals (or ion peaks) from other 3-

D data obtained by hybrid analytical devices such as mass spectrometry (MS). New algorithm 

developments are included as future considerations to improve the current numerical approaches to 

fingerprint chemicals (ions) from a significantly complicated dispersion plot. Comprehensive peak 

identifcation by DMS-MS, variations of the DMS data due to chemical concentration, gas phase 

ion chemistry, temperature and pressure of the drift gas are considered in future algorithm 

improvements.
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1. Introduction

Early detection of trace levels of airborne chemicals from explosives and narcotics is vital to 

avoid security related threats and drug trafficking (1–4). In such situations, fast detection of 

gas phase chemicals at ambient pressure by an uncomplicated handheld device such as an 

ion mobility spectrometer is favoured over advanced analytical techniques such as gas 

chromatography (GC) and mass spectrometry (MS) (5). Ion mobility spectrometry (IMS) 

characterizes ions based on the mobility of ions in a collision gas environment under low 

electric fields. Plotting the ion current intensity against the drift times of the ions generates 

an ion mobility spectrum. The ion peaks in an ion mobility spectrum indicate the size, ion 

velocity (Vd, dependent on the ion size) and the quantity of the ions that have sufficient ion 

lifetimes in the applied electric field (E) to reach the detector. In the drift region of an ion 

mobility spectrometer, the ion mobilities are subject to variables such as temperature (T) and 

pressure (P) of the drift gas. The chemical identity of such ions can be obtained by the 

mobility coefficient (K) and the reduced mobility coefficient, as shown by the equations 1 

and 2. In IMS, either positive or negative ions can be only characterized at a time as it 

depends on the pre-set polarity of the mobility spectrometer (3).

K = Vd /E (1)

K0 = K(P/760)(273/T) (2)

Differential mobility spectrometry (DMS) is a variation of IMS, where ions are 

characterized while drifting between two planer electrodes that establish an asymmetric 

waveform with electric fields reaching ~30 kV/cm at MHz frequency (6, 7). The ions are 

differentiated by the differences of the ion mobility coefficients (ΔK) in the low and high 

electric fields. DMS devices can be miniaturized easily due to the less complicated design 

structure without ion shutters, and notably ions of both polarities can be detected 

simultaneously (7, 8). DMS has additional advantages compared to IMS as DMS can scan 

both the compensation voltage (CV) and radio Frequency (RF) voltage simultaneously to 

filter ions that are being passed through the drift region (6–8). At high electric fields within 

the DMS, ion mobility coefficients depend on the ratio of the electric field (E) to the number 

density (N) of the gas: E/N. The ion mobility dependence in such electric fields is defined by 
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equation 3, where K(0) is the mobility coefficient at low electric fields and α(E/N) is called 

as α function and that is denoted by α2(E/N)2 + α4(E/N)4…. αn(E/N)n. This α function is 

unique for each ion in a DMS spectrum and may be used to identify ions (7, 8).

K E /N = K 0 1 + α E /N (3)

Analytical techniques such as GC and MS have accepted data analysis methodologies that 

were developed based on the sample separation principles. For example, the retention time 

of a chemical in a column in GC and the mass (m) to charge (z) ratio of the ions (m/z) in MS 

are used in these automated data analysis procedures. These techniques have developed over 

time such that every commercial instrument version emerges to the market with their own 

advanced algorithm approach and specific software coded to analyse its data. However, ion 

mobility measurement-based data analysis approaches are not widely available to the users 

on such a scale. Even if such algorithms and automation exists, the public use is limited, 

either due to the limited capabilities of a vendor’s software or due to the restricted access of 

such software by the nature of the device usages, such as military and defence applications. 

IMS analyses are usually performed manually calculating the Ko values (or the drift times of 

the ions) to visualize ions, and usually it is not rigorous due to the less complicated mobility 

spectra.

However, data generated from DMS instruments are more complicated, specifically when 

complex sample matrixes are analysed (i.e. biological samples). In such situations, 

differential mobility spectrometers are often presented operating as hybrid systems by 

attaching to another analytical technique, i.e. GC-DMS to get the advantage of GC sample 

pre-separation. Even though sample pre-separation is beneficial, the rich and complex 3-

dimensional data generated by GC-DMS challenge the users in manual data analysis and 

chemical identifications. These data analysis are mainly performed using different 

algorithms approaches (9–11) and more details of such approaches are discussed in a 

previous overview (12). When DMS is used as a GC-DMS or LC-DMS, its rapid detection 

capabilities are impeded due to the time consuming chromatographic separations at the front 

end of the device. Operating the DMS device alone with simultaneous scanning of CV and 

RF voltage will minimize the experimental time by allowing the DMS to do both chemical 

separation and detection concurrently. This dual RF voltage and CV scanning allows DMS 

to generate 3-dimensional data called “dispersion plots” that contain valuable analytical 

information about chemicals. Dispersion plots can be analysed as fingerprints for the ion(s) 

generated from a sample. However, visual identification of ions and mathematical 

approaches (calculation of α functions) to analyse these dispersion plots are inconvenient 

and time consuming when the number of samples are high or the sample matrixes are 

complicated such as biological samples.

Therefore, it is important to implement a method of real-time automated DMS dispersion 

plot data analysis capability to these detectors to get rapid results with high accuracy. Many 

variables have to be taken into account to develop this capability, such as: sample 

concentration, temperature, pressure, humidity of the drift gas, and proton and electron 
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affinities of the sample-ions. Such algorithm and software development is not an easy task as 

the image of a dispersion plot may vary by complications of gas phase ion chemistry in air at 

ambient pressure. However, initial algorithm development can be achieved by keeping most 

of the above-mentioned variables constant.

This manuscript focuses on the initial application of a first software/algorithm-based 

approach to differentiate chemical responses from a DMS dispersion plot. This preliminary 

study suggests future directions to create fully capable software that can do both qualitative 

and quantitative analyses for instruments – regardless of vendor.

2. Experimental

2.1. Sample preparation

Desired volumes of 2-butanone, 2-propanone, ethanol, methanol and ethyl acetate (Sigma 

Aldrich, St Louis, MO) were individually sampled into 3 L sample bags (SKC Tedlar® 

Sample bag, SKC Inc., PA.) and each sample bag was maintained for 10 minutes at room 

temperature for the sample to equilibrate into gas phase to achieve the stock concentrations 

(1000 ppm). Ultra-pure nitrogen (Air gas, Radnor, PA) was used as the dilution gas with 

water content in ultra pure N2 around 1 ppm. Serial dilution was performed from the stock 

concentration and sampled into another sample bag to achieve 100 ppm. Each gas phase 

chemical was sampled into a gas tight 1 μL glass syringe (Hamilton Co., Reno, NV) from 

the stock concentration (100 ppm) and introduced separately into the inlet of the differential 

mobility spectrometer using a syringe pump with a dilution nitrogen gas flow to achieve the 

final concentration of 500 ppb.

2.2. Instrumentation

The differential mobility spectrometer used in this study is a MicroAnalyser (Sionex Corp., 

Bedford, MA) with a 5 mCi, Ni-63 ionization source. The drift cell was operated at 80 °C 

carrier gas temperature. Ultra-pure nitrogen with humidity around 1 ppm (Air gas, Radnor, 

PA) was used as the carrier gas (300 mL/min) and sample gas (20 mL/min). DMS dispersion 

plots were recorded at 500 ppb concentration of each sample by scanning the compensation 

voltage (CV) from −10 to +30 V range (step size = 100, step duration = 10 ms, step settle 

time = 3 ms) and scanning the RF voltage from 500 to 1490 V at 10 V increments (RF 

voltage steps = 100). Each sample type was repeatedly recorded 30 times to verify the 

reproducibility. Drift cell was heated at 100 °C overnight to avoid retention effects of 

chemicals between different sample injections. Sample lines were purged with ultra-pure 

nitrogen during this cleaning cycle and background reactant ion peak (RIP) dispersion data 

were recorded prior each sample injection to avoid memory effects. Only positive polarity 

DMS dispersion data were used in this particular study, although the approaches can easily 

be adapted to the negative spectra as well.

2.3. Data analysis

All DMS data visualization and data analysis were performed with AnalyzeIMS (AIMS) 

software, Version 1.28 (12). This software operates through MatLab R2014a (Mathworks, 

Torrence, CA) and PLS Toolbox 8.1.1 (Eigenvector Research Inc, Wenatchee, WA).
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Exploratory analysis of the spectral data was first performed with principal component 

analysis (PCA). PCA reduces the variables information into a lower number of variables, 

called principal components (PCs), using a bilinear decomposition that describes the 

primary sources of variation. The PCs are linear combinations of the original variables, non-

correlated to each other (orthogonal) and calculated sequentially in a hierarchical way, 

where the first PC retains the main information of the data, the main information not 

included in the first PC is then retained by the second PC, and successively (13, 14).

A supervised classification analysis was finally performed with partial least squares-

discriminant analysis (PLS-DA). PLS-DA uses a PLS regression model by relating the 

spectral data to a vector of dummy variables codified with ones (1) or zeros (0) if the 

training samples belong to a given class. Then, classification of unknown samples is 

achieved from the valued predicted in the model by defining a cut-off value (threshold) 

between 0 and 1. In this case, the linear combinations of the original variables are called 

latent variables (LVs), which maximize the discrimination between the described classes 

(15).

3. Results and Discussion

DMS dispersion plots provide 3-dimensional data that are based on compensation voltage, 

radio Frequency (RF) voltage and ion intensity. Figure 1 shows the dispersion plot, obtained 

for ethyl acetate sample. The four main ion peaks appeared in this figure provide specific 

details about this sample. The peaks can be assigned as (i) hydronium ion [(H2O)nH+] or the 

reactant ion peak (RIP) in positive polarity of ion mobility measurement, (ii) proton bound 

monomer of ethyl acetate [MH+], and (iii) proton bound dimer of ethyl acetate [M2H+] (M is 

ethyl acetate molecule and n is an integer)(16, 17).

Ion separation occurs with the increase of the RF voltage and the smaller ions such as 

[(H2O)nH+] moves towards more negative compensation voltages and larger ions, such as 

dimer of ethyl acetate, stays almost unaffected at about zero compensation voltage. Even 

though peak identity was not confirmed, the peak named as F, may be assigned as a 

fragment ion. Same fragmentation behaviour for propyl acetate (CH3COOCH2CH2CH3) at 

100 °C DMS cell temperature was observed by An et al and the fragmention was identified 

as (CH3COOH)H+. Ethyl acetate (CH3COOCH2CH3) may produce the same fragment ion 

and the lower fragment ion intensity may have resulted due to the low thermal energy (drift 

cell at 80 °C) provided by this DMS drift cell compared to the propyl acetate results (drift 

cell at 100 °C) obtained by An et al (16). It is evident by the peak intensity variation that the 

fragmentation increases with increasing the RF voltage suggesting that field heating also 

contributes in this fragmentation (16, 18). The peak that appears between the fragment ion 

(F) and monomer ion (ii) was present in the dispersion plot, obtained for the RIP 

(background – Figure 2(a)) and is likely an ion peak due to some impurity in the drift region. 

A hybrid DMS-MS system would allow filtering of ions by DMS and thorough investigation 

of the peak identities by MS due to each chemical. However, due to the data analysis scope 

of this present work, further effort to identify peaks was not performed at this time.
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3.1. DMS dispersion plots for different chemicals

Five chemicals were initially considered in our data-modelling paradigm: methanol, ethanol, 

2-butanone, 2-propanone and ethyl acetate. Their corresponding DMS dispersion plots 

together with the RIP background signal are represented in Figure 2. While these entire 

chemicals are considered volatile organic compounds (VOCs), methanol and ethanol 

(Figures 2e and 2f, respectively) are commonly used as solvents. Proton bound monomer 

[MH+] (ii) and dimer [M2H+] (iii) ions were observed for all the chemicals (16, 18). General 

reactions for the formation of monomer and dimer ions can be shown by equation 4 and 5, 

where n, m, x, y are integers and M represents each molecule (19).

H+ H2O
n

+ M   MH+ H2O
n − x

+ xH2O (4)

MH+(H2O)
m

+ M M2H+(H2O)
m − y

+ yH2O (5)

High intensity peaks appearing next to the RIP in the ethanol and 2-butanone sample, other 

than the dimer and monomer ions is likely a fragment ion from each sample.

Each of the previously described compounds, together with a mixture of two compounds, 

were measured 30 times to obtain the corresponding DMS dispersion plots. Principal 

component analyses (PCA) were performed to explain the differences observed between 

analytes.

PCA transforms complex data into simpler orthogonal representations explaining possible 

correlations without losing information. While PCA scores plots describe existing sample 

correlations by transforming the variables into specific data point within the new principal 

component (PC) axes (lower dimension), variable/loading plots show the contribution of the 

measured variables to each PCs. For example, when a group of samples is differentiated by 

the PC1 axis from the scores plot, the loadings plot of the PC1 allows the identification of 

the variables responsible of that difference.

3.2. Differentiation of compounds

An initial PCA was performed on the dispersion plots of the measured individual 

compounds (30 replicates). Only positive polarity DMS spectra were used, and no single 

conditioning or pre-processed was performed (e.g. raw data was used). Figure 3 represents 

the (a) PCA scores plot and (b) variable/loadings plots of the first two principal components 

(PCs). The scores plot of PC1 versus PC2 shows a clear differentiation of the compounds, 

mainly for 2-butanone and ethanol. These compounds are basically separated by the first PC 

from the rest of the compounds, and the variables or the loadings that explain those 

differences are presented in Figure 3b (left). PC1 loadings show highest intensities at the 

monomer ion, dimer ion, RIP and predicted fragment ion intensities (see peaks I and F 

intensity in Figure 2), suggesting the separation at PC1 occurs due to positional and ion 

intensity variations of those ions in the dispersion plot. Further, it is clear that by both PC1 
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and PC2 loading intensities that 2-butanone and ethanol are separated from each other along 

PC2 and from rest of the chemicals along PC1 mainly due to the ion intensities at the 

predicted fragment ions (peak I) that stay between the RIP and monomer ion. Slight 

differences between injection replicates were only observed for the 2-butanone, reflected on 

the second PC. These are also described in the PC2 loadings represented in Figure 3b (right).

3.3. Differentiation of a mixture

Apart from detecting differences between compounds, another application of the DMS 

measurements is the differentiation a mixture from its individual chemicals. Figure 4 

presents the PCA results for an untargeted analysis of the dispersion plots from the mixture 

of ethyl acetate and 2-butanone and the individual compounds.

In this case, clear differences between 2-butanone and the rest of the samples are described 

by the PCA (Fig. 4a). These differences are explained by the variables presented in Fig. 4b 

(left). The variations of peak intensities at the RIP, monomer, dimer, and the peaks I and F of 

both individual sample and mixture (see individual peak intensity variations of chemicals, 

Figure 2b, 2c and supplementary figure of the mixture) have contributed high intensities of 

the PC1 loadings (Figure 4b, left) at the corresponding peak intensities, suggesting the main 

reason for the separations of chemicals along the PC1 axis. However, PC2 retains the main 

differences between the two compounds and the mixture. The highest ion intensity of the 

PC2 loadings from these variables (Fig. 4b right) suggest that ion intensity between the RIP 

and dimer ions has significantly contributed to the separation of the mixture from its initial 

chemicals, 2-butanone and ethyl acetate along the PC2 axis. This ion intensity is mainly 

associated with the mixture that can be seen in the supplementary figure of the mixture of 

DMS dispersion plot. The shape of this highest ion intensity in PC2 may be a combine effect 

of the monomer ion intensity of ethyl acetate and ion intensity of peak I of 2-butanone. 

Figure 5 shows the same untargeted analysis using three chemicals (2-butanone, ethyl 

acetate, and methanol). It can be seen that PCA can differentiate the individual compounds 

from the mixture.

Finally, a PLS-DA calibration model was built to test the hypothesis that we could both 

model the data and use a model to predict chemical composition of a mixture. The model 

used the signals corresponding to the individual compounds: 2-butanone and ethyl acetate. 

The model was leave-one out cross validated selecting the first two latent variables (LVs). 

The PLS-DA scores plot shows an outstanding discrimination between the measured 

compounds (Figure 6a) explained by the first LV. Its loadings described the variables that 

mainly explain these differences. Using this calibration model, 15% of the spectra from each 

compound (5 samples) and all the measures of the mixture were used as test validation to 

determine the prediction ability of the model. In order to classify the samples a threshold 

value was calculated (0.56) and whose sample values (Y predicted) that were below or above 

the threshold value were classified as ethyl acetate or 2-butanone, respectively (Figure 6b).

In this case, PLS-DA classified the mixture of two as ethyl acetate. A shortcoming of 

training the algorithm with only pure compounds is that PLS-DA will not be able to capture 

the relationships or confounding variables in the mixture. Thus a more robust method is to 

utilize the mixture in the train data. Figure 7a and 7b follows this approach using PLS-DA. 

Rajapakse et al. Page 7

Anal Methods. Author manuscript; available in PMC 2019 September 21.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



The training (cross-validation) phase shows three different chemicals: 2-butanone, ethyl 

acetate, and the mixture of 2-butanone and ethyl acetate. The purpose of Figure 7a is to test 

if 2-butanone is present in the mixture and in the pure compounds. This is achieved by 

utilizing 25% of the sample data from the mixture (2-butanone and ethyl acetate) in the 

training data. PLS-DA is a supervised machine learning algorithm, thus each sample must 

have a corresponding label or class: 2-butanone or ethyl acetate. During the training phase, 

the mixture is labeled as 2-butanone, because the model is testing to see if 2-butanone is 

present in the mixture. The black circle indicates all samples in Figure 7a were labeled as 2-

butanone. A threshold of 0.79 was calculated. During the test validation phase, if the 

compound was above the threshold of 0.79 then the pure compound is classified as 2-

butanone and the mixture shows that 2-butanone is present. It is evident from Figure 7a that 

PLS-DA can accurately predict 2-butanone is present in the mixture and the 25% of the test 

data (2-butanone and ethyl acetate) used for the test validation are predicted correctly. Figure 

7b uses the same methodology but labels the mixture as ethyl acetate to test if ethyl acetate 

is present. The model yields the similar results.

Figure 8a shows the scores and loading plots for 2-butanone, ethyl acetate, and methanol. It 

is evident that PLS-DA can be used to separate the three compounds along the first and 

second LV. Figure 8b-d show PLS-DA training using only pure compounds in the training 

data. The results are not very consistent with what is expected as Figure 8b-d show that ethyl 

acetate and methanol are not present in the mixture and only 2-butanone is present in the 

mixture.

Using the more robust method of using the mixture in the training data, Figure 9a-c show the 

same methodology used in figure 7a and 7b. 25% of the sample data from the mixture (2-

butanone, ethyl acetate, and methanol) is used in the training data. The black circle in Figure 

9 indicates what the mixtures were labeled as 2-butanone (Figure 9a), ethyl acetate (Figure 

9b), and methanol (Figure 9c). A threshold of 0.57 was calculated in Figure 9a. During the 

test validation phase, if the compound was above the threshold of 0.57 then the pure 

compound is classified as 2-butanone and the mixture shows that 2-butanone is present. It is 

evident from Figure 9a that PLS-DA can accurately predict 2-butanone is present in the 

mixture. Figure 9b-c uses the same methodology and show similar results. These results 

validate that PLS-DA can be used to determine whether or not a particular chemical of 

interest is present or not. This is the first demonstration to our knowledge of an automated 

PLS-DA software identification of single chemicals from a dispersion plot representing 

mixtures of more than one chemical. Other reports have used the dispersion plot as an 

overall fingerprint of a mixture of chemicals, but we are effectively identifying the 

contributing signatures of specific chemicals in the mixture. This is a first step towards 

generating an effective “peak table” of chemical constituents from differential mobility 

spectrometer data.

4. Conclusions

This article shows the first promising results using PLS-DA to perform chemical 

discrimination and chemical separation using 3-D DMS dispersion data. Our AIMS software 

successfully separated five data sets of DMS dispersion plots of common VOCs. In addition, 
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it is demonstrated that PCA and PLS-DA can be used to identify and predict chemicals from 

mixtures. This software is highly sensitive to any slight variation on a topographical plot. 

This automated numerical analysis approach may also have potential applications on 3-D 

data generated by other analytical techniques such as GC-IMS, LC-MS, and GC-MS. Data 

collection of individual samples and mixtures with variation of chemical concentration, 

consideration of pressure and temperature changes of the drift gas and precise chemical 

identification by DMS-MS will be considered as major tasks in the future to achieve precise 

predictions of chemicals from DMS dispersion data using this algorithm and approach.
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Fig 1. 
DMS dispersion plot of 500 ppb of ethyl acetate at 80 °C drift tube temperature.
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Fig 2. 
DMS dispersion plots of (a) reactant ion peak (RIP) and five different compounds at 500 ppb 

and 80 °C drift tube temperature: (b) 2-butanone, (c) ethyl acetate, (d) 2-propanone, (e) 

methanol, and (f) ethanol.
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Fig 3. 
PCA results obtained by DMS measurements of five different compounds. (a) Scores for 30–

34 replicates, and (b) loadings for the first two principal component (PC).
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Fig 4. 
PCA results obtained by DMS spectrometry measurements of two individual compounds: 2- 

butanone and ethyl acetate, and a mixture of both compounds. (a) Scores for 30–34 

replicates, and loadings (b) for the two first principal component (PCs).
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Fig 5. 
PCA results obtained by DMS dispersion plot measurements of three individual chemicals: 

2- butanone, ethyl acetate, methanol, and a mixture of the three chemicals. (a) Scores for 

replicates, and loadings (b) for the two first principal components (PCs).
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Fig 6. 
PLS-DA model results for 2-butanone and ethyl acetate. (a) Scores of the first two latent 

variables (LV, left) and loadings plot for the first LV (right) explaining differences between 

compounds, and (b) Y predicted values for cross-validation and test-validation.
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Fig 7. 
Y predicted values for cross-validation and test-validation using mixture 02 chemicals in 

training data.
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Fig 8. 
PLS-DA model results for 2-butanone, ethyl acetate, and methanol. (a) scores of the first two 

latent variables (LV, left) and loadings plot for the first LV (right) explaining differences 

between compounds, and (b,c,d) Y predicted values for cross validation and test-validation.
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Fig 9. 
Y predicted values for cross-validation and test-validation using mixture of 03 chemicals in 

training data.
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