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ABSTRACT
Background: Structural equation modeling (SEM) is a multivariate analysis method for exploring
relations between latent constructs and measured variables. As a theory-guided approach, SEM
estimates directional pathways in complex models based on longitudinal or cross-sectional data
where randomized control trials would either be unethical or cost prohibitive. However, this
method is infrequently used in nutrition research, despite recommendations by epidemiologists
for its increased use.

Objectives: The aim of this study was to explore 3 key methodologic areas for consideration by
researchers when conducting SEM with complex survey datasets: the use of sampling weights,
treatment of missing data, and model estimation techniques.

Methods: With the use of data from NHANES waves 2005–2010, we developed an SEM to
estimate the relation between the latent construct of depression and measured variables of food
security, tobacco use (serum cotinine), and age. We used a hierarchic approach to compare 5
SEM model iterations through the use of: 1 and 2) complete cases without and with the
application of sampling weights; 3) an applied missingness dataset to test the accuracy of
multiple imputation (MI); 4) the full NHANES dataset with imputed data and sampling weights;
and 5) a final respecified model. Each iteration was conducted with maximum likelihood (ML) and
quasimaximum likelihood with the Satorra-Bentler correction (QML) to compare path coefficients,
standard errors, and model fit statistics.

Results: Path coefficients differed between 15.68% and 19.17% among model iterations. Nearly
one-third of the cases had missing values, and MI reliably imputed values, allowing all cases to be
represented in the final model iterations. QML provided better model fit statistics in all iterations.

Conclusions: Nutrition epidemiologists should use complex weights, MI, and QML as a
best-practices approach to SEM when conducting analyses with complex design survey data.
Curr Dev Nutr 2019;3:nzz010.

Introduction

National health surveys can provide nutrition epidemiologists with access to data containing
comprehensive biological, psychosocial, behavioral, and demographic variables of interest to
public health. These surveys are often conducted with the use of complex sampling designs,
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which allow for analyses that can be generalizable to the population.
As more researchers seek to understand complex relations between
determinants of health and associated behaviors through an integrated
lens, structural equation modeling (SEM) is one method for answering
theory-guided research questions (1). This statistical approach uses a
combination of techniques that include regression (path analysis) and
factor analysis to explore multivariate, directional pathways between
categoric variables, measured variables, and latent constructs (2–4)
(see Table 1 for definitions of statistical terms). Either longitudinal
or cross-sectional data can be used when conducting SEM, thereby
providing researchers with an alternative method for delineating causal
relations when randomized control trials would either be unethical or
cost prohibitive (2).

Applications for SEM in medical research have been clearly de-
scribed elsewhere (4). The development of a structural equation model
requires 5 essential steps: 1) identification of the research problem, 2)
identification of themodel, 3) estimation of themodel, 4) determination
of the model’s goodness of fit, and 5) respecification of the model, if
necessary and theoretically justified. However, when complex survey
design datasets are used (2, 11), SEM analysts must make important
decisions regarding model estimation techniques, the use of weighted
data, and the treatment of missing data. These decisions have important
implications for the interpretation and generalization of analyses, and
are inconsistently applied and described in the literature (5, 12, 13).

TABLE 1 Applied definitions for select statistical terms used in this paper1

Term Applied example

Measured variable A construct that can be directly measured, such as age, blood pressure, height, weight; or biomarkers, such as serum
cotinine (a measure of cigarette smoking)

Latent construct A construct that cannot be directly measured, but that can be reliably assessed through a combination of validated
measured variables, such as the construct of depression based on the 9-item PHQ

Factor analysis
(measurement
model)

A statistical technique used to identify latent constructs, such as depression, through multiple measurable items, such
as the PHQ. In SEM, items from the survey are assessed through factor analysis to confirm their reliability and
validity as a measure of the intended construct

Path analysis
(structural model)

A series of independent linear regressions between multiple variables to test a causal pathway, such as the relation
from age to food security to cotinine

Structural equation
modeling

A theory-guided approach for regressing pathways among latent constructs and measured variables, such as
socioeconomic status, to predict health (1)

Complex survey
design

A method of sampling from a population applying stratification and clustering to achieve statistical and practical
efficiency (5) For example, NHANES uses a 4-stage sampling design. The primary sampling unit, county, is
segmented into smaller units such as city blocks, then dwelling units, and finally selection of individuals within the
household (6)

Simple imputation Simple imputation strategies for data missingness, such as mean imputation, last observation carried forward, and
hot-deck imputation strategies, can provide the researcher with a full dataset, but may artificially reduce variability
or yield results that are much more precise than they should be, which can lead to inflated type I error rates (7)

Multiple imputation An alternative approach to simple imputation, where each missing value is computed independently under a Bayesian
model that includes an estimation of uncertainty about the missing data, The datasets are analyzed individually and
then combined to give an appropriate pooled estimate. The combined procedure produces more accurate
standard errors than simple imputation strategies (7–9)

Maximum likelihood An iterative approach that uses probability density functions to find the parameter estimates that result in a best fit to
the observed data (2)

Quasimaximum
likelihood

An iterative approach that approximates the likelihood function based on the use of approximated nonnormal density
functions, making better estimations for nonnormally distributed variables and sampling weights (10)

Satorra-Bentler
correction

A sandwich estimator that is used in conjunction with QML which relaxes the assumption for multivariate normal data,
creating robustness to nonnormal distributions and providing better chi-square goodness-of fit statistics and better
estimates of other fit indices (10)

1PHQ, Patient Health Questionnaire; QML, quasimaximum likelihood; SEM, structural equation modeling.

This article will demonstrate best practices for conducting SEM with
complex survey data.

Background

The following background is designed to provide the reader with
a basic overview of the statistical concepts that are the focus of
this methodologic manuscript. The reader is encouraged to review
Table 1 for applied definitions of statistical terms and concepts used in
this paper.

Complex survey designs
Most large-scale, federally funded surveys are conducted through
the use complex, multistage, probability sampling designs, such as
NHANES (9) and the Behavioral Risk Factor Surveillance System
Survey (14). These surveys are used to report national- and state-level
data on various nutrition intake and related health outcome measures,
which are used to inform many health policy decisions. Within
these complex survey designs (Table 1), methods of stratification and
clustering are applied to achieve both statistical and practical efficiency
through the use of primary sampling units (PSUs) (5, 6). NHANES
sampling design uses counties as the PSU, and its 4-stage sampling
structure has been extensively described elsewhere in the literature
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(3, 6). Each year, only ∼15 PSUs are selected from throughout the
United States (6). From these PSUs,∼5500–6000 persons in total are se-
lected for participation; therefore, individual cycle datasets have limited
generalizability and require additional variance adjustments. Merging
>1 cycle is recommended in order to achieve a more representative
sample of the US population (15), and requires appropriate adjustment
of the sampling weights by dividing by the number of cycles being
merged. The variance adjustments and weightings can be achieved with
the use of software designed for complex survey design analysis (e.g.,
SUDAAN, SAS, Stata, or R). However, studies that use complex survey
data often do not incorporate the sampling weights (5, 13), which may
have significant impacts on variable distribution (5) and lead to biases
in statistical results and limit finding generalizability.

Missing data
Missing data are common in nearly every form of survey research,
especially those with large-scale, complex survey designs (7). When
SEM is being used, missingness in any item that comprises a latent
construct has the capacity to greatly reduce the power of its tests (11).
Therefore, researchers must first explore patterns of missingness for
categorization, such asmissing completely at random (MCAR), missing
at random (MAR), or not missing at random (NMAR) (7). MCARmay
occur as a result of random data entry errors that follow no specific
pattern (7). If the missing data can be explained by other variables
captured in the survey, they are classified as MAR (8). MAR may
occur when a specific group or subpopulation chooses not to answer
a portion of the survey, and these differential response patterns can be
identified through other variables in the dataset, such as demographics.
If missing data depend on an unobserved predictor (e.g., travel distance
to survey site) or on the variable itself, (e.g., underage drinkers may be
less likely to answer alcohol-related questions), they are NMAR, and the
missingness must be either modeled, which is imprecise and difficult,
or acknowledged as a source of bias in the interpretation of the study’s
findings (7, 8).

If the missingness is either MCAR or MAR, multiple imputation
(MI) (Table 1) has been shown to be an effective method to account
for missing data (8, 9, 16), and is currently supported by most statistical
software packages. Auxiliary variables, which are variables correlated
with the variables of interest yet not part of the specified analysis, can
be used in theMI process to increase the validity of the imputed data (9,
16). Other criteria forMI procedures can be found elsewhere (9, 17–19).

SEM estimation
Maximum likelihood (ML) estimation (Table 1) is the default estimator
in statistical software packages that accommodate SEM analyses,
including STATA andMPLUS. Generally,ML is consistent in producing
true values as the sample size gets larger and is considered efficient,
with typically smaller standard errors than other estimation techniques
when assumptions are met. ML requires relatively large sample sizes
and normally distributed variables, and although there are varied
recommendations, a generally accepted minimum is 200 observations
(2).

Quasimaximum likelihood (QML) (Table 1) estimation has the same
sample size requirements as ML, and was developed for use with SEM
with nonnormally distributed variables and higher-order effects (10).
The specific calculations of QML estimations (20) and QML techniques

with regard to SEM are fully described elsewhere (10, 21). QML is more
robust than ML to violations of statistical assumptions (10, 22, 23), and
is often used in conjunction with the Satorra-Bentler correction (10),
which corrects for heteroscedasticity and adjusts standard errors (24),
resulting in bettermodel fit statistics, such as the chi-square test, the root
mean square error of approximation (RMSEA), the standardized root
mean square residual (SRMR), the comparative fit index (CFI), and the
Tucker-Lewis Index (TLI) (2–4, 11, 10). QML has also been proposed
as the most appropriate estimator for complex survey analyses (10, 20,
22, 25).

Thus, the purpose of this study is to identify a best-practices
approach to conducting SEM with large complex survey design
datasets when applying survey weights and handling of missing data.
Specifically, we compare iterations of an SEM with the following
properties: 1) it ignores compared with incorporates complex survey
weightings, 2) it uses complete case analysis compared with MI to
handle missing data, and 3) it uses ML and QML with Satorra-Bentler
correction estimation methods. These iterations will be used to identify
which approaches result in better estimations and model fit statistics.

Methods

We used a multicycle NHANES dataset to test the hypothesized best
practices for SEM (Figure 1). We merged 2005–2010 NHANES cycles
to obtain a sample of 17,132 subjects aged >20 y who attempted the
interview and examination (15). We summarized the sample’s range,
mean, andmedian for age with the R package “psych” (26).We assessed
gender and race as a percentage of the sample and of the population.
Survey weightings and variance estimates for clustering of strata and
PSUs were applied in select iterations of the SEM model and we
determined the populations’ weighted mean for age with the “Survey”
package (27). Because 3 cycles of data were combined, weighting
estimates per observation were reduced by one-third (6).

Identification of the research problem and the model (steps
1 and 2)
Food insecurity, a household-level condition of limited or uncertain
access to adequate food supply, is increasingly recognized by public
health stakeholders for its health, economic, and social implications
(28). We explored the theoretical relations of age, food security,
depression, and tobacco use within the US population, as shown in
the recursive model in Figure 2. These relations are based on previous
empirical findings linking food insecurity to depression (29–34) and
tobacco use (35), and depression to tobacco use (36).

Measures
The 10-itemUSAdult Food Security SurveyModule assesses household
food adequacy in the preceding 12 mo by order of increasing severity,
ranging from reports of worry about running out of food to physical
symptoms of hunger, with higher scores indicative of higher food
insecurity. This survey can be used as either a latent construct or
a measured item (37). For these analyses, food insecurity is used
as a measured item with a sum score of 0–10. The Patient Health
Questionnaire (PHQ) is a 9-item screening instrument used to identify
depressive symptoms occurring in the previous 2 wk (38) with a
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FIGURE 1 Steps for conducting SEM analysis with important steps highlighted that researchers should consider when they use complex
survey data and handle missing data as explored in this manuscript. SEM, structural equation modeling.

symptom frequency Likert scale rating for each item that ranges from
0 (not at all) to 3 (nearly every day). Although this survey can be
used as a measured item for diagnostic purposes in clinical settings,
for population-level analyses, it should be treated as a latent construct

(39). Cotinine is a validated serummeasure of current nicotine use and
current smoking behavior (40). Finally, a race/ethnicity variable was
used as an auxiliary variable to determine missingness patterns in the
data and during the MI procedures.

FIGURE 2 Final adjusted structural equation model of the effects of age on cotinine with mediating factors of food security and
depression based on the use of the QML estimation with Satorra-Bentler correction with the NHANES data (n = 17,132 sample size of
people aged >20 y; total population = 214,755,655). QML, quasimaximum likelihood.
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Structural equation modeling.
We used the “lavaan” package in R (41) to build the SEM model for
all iterations described in the sections below. For iterations involving
weighted data, sampling weights were added through the use of the
package survey (27), and then combined with the “Lavaan.Survey” (25)
package to complete the estimation.

Preparation of the dataset: applying sample weightings (methods
research question 1).
To evaluate the influence of sampling weights on SEM path coefficients,
we compared 2 iterations of the SEMmodelwithoutweighting (iteration
1) and with weighting (iteration 2). Because complete case analysis is a
common practice (13), the first 2 iterations of the model used complete
cases, with and without complex survey design, to illustrate the changes
that can occur in variable distribution, thereby affecting the statistical
results.

Preparation of the dataset: assessing missing information and using
MI (methods research question 2).
We computed missingness for each SEM variable from the full
NHANES dataset. We then explored patterns of missingness for the
SEMvariables of food security, cotinine, and depression by the auxiliary
variable of race/ethnicity. Figures of these patterns were generated with
the R package “VIM” (42). These patterns helped to determine whether
the incomplete information is MCAR, MAR, or NMAR.

Next, the complete case dataset was modified to match the
missingness from the full dataset by applying relevant percentage
of missingness to each of the variables by race/ethnicity. Then, 5
imputations, processed with 5 iterations, which have been shown to
be sufficient (43), were generated with the “mitools” (44) package
and the “mice” (45) package (iteration 3). The final estimated model
(iteration 4) used the full NHANES dataset with the MI strategy and

complex survey design. Path coefficients were estimated to determine
the absolute change between these model iterations.

Estimation and model fit statistics (steps 3 and 4)
Selection of estimation technique (methods research question 3).
Prior to model estimation, distributions of variables were assessed for
normality. We then used ML and QML with Satorra-Bentler correction
estimation techniques to compare the difference in coefficients and
standard errors. Additionally, model fit statistics were compared
between these two estimation methods.

Respecification of the model (step 5)
For the final iteration of the model (iteration 5), appropriate covariance
paths among the depression screener items with Lagrange multiplier
values (2) >50 were respecified to improve model fit.

Results

Demographics
Fewer than two-thirds of the 17,132 participants had complete infor-
mation (n = 10,574, 61.70%) (Table 2). The full dataset was comprised
of 8303 males (48.45%) and 8829 females (51.52%), which represented
48.17% and 51.83% of the population after weighting, respectively.
The complete case sample’s gender ratio differed slightly from the full
dataset, including 5291 (50.04%)males and 5283 (49.96%) females. The
mean and median age in the sample was 49.64 and 49.0 y, respectively.
When sampling weights were added, the mean ± SE age decreased to
46.79± 0.3259 y. Demographics are fully described in Table 2 including
the percentage with complete cases in each demographic group.

TABLE 2 Demographics from NHANES unweighted raw data (n = 17,132), with 6-y weighting (total sample = 214,755,655), and
complete cases (n = 10,574), for participants >20 y of age

NHANES NHANES Complete cases
unweighted weighted sample

No. % No. % No. % % completing survey

Ethnicity
Mexican American 3176 18.54 18,000,000 8.38 1526 14.43 48.05
Other Hispanic 1452 8.48 9500,000 4.42 761 7.20 52.41
Non-Hispanic white 8232 48.05 150,000,000 69.85 5929 56.07 72.02
Non-Hispanic black 3472 20.27 24,000,000 11.18 1929 18.24 55.56
Other, including multiracial 800 4.67 13,000,000 6.05 429 4.06 53.63

Age group, y
20–29 3006 17.55 41,000,000 19.09 1581 14.95 52.59
30–39 2910 16.99 40,000,000 18.63 1660 15.70 57.04
40–49 2899 16.92 44,000,000 20.49 1766 16.70 60.92
50–59 2520 14.71 39,000,000 18.16 1619 15.31 64.25
60–69 2648 15.46 25,000,000 11.64 1817 17.18 68.62
70–79 1891 11.04 16,000,000 7.45 1337 12.64 70.70
≥80 1258 7.34 9,500,000 4.42 794 7.51 63.12

Food security (raw: n = 12,797; with weighting n = 175,724,587)
High food security 12,558 98.13 170,000,000 96.74 10,392 98.28 82.75
Marginal food Security 10 0.08 120,000 0.07 8 0.08 80.00
Low food security 108 0.84 900,000 0.51 79 0.75 73.15
Very low food security 121 0.95 1100,000 0.63 95 0.90 78.51
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TABLE 3 Descriptive statistics of variables from the NHANES sample1

Variable Mean SD Min Max Skew Kurtosis

Age 49.64 18.31 20 85 0.14 −1.12
Cotinine 59.78 129.2 0.01 1438 2.60 8.11
Food security 0.24 1.45 0 10 5.94 33.85
DPQ010: …little interest or pleasure in doing things? 0.34 0.71 0 3 2.27 4.71
DPQ020: …feeling down, depressed, or hopeless? 0.36 0.72 0 3 2.24 4.58
DPQ030: …trouble falling or staying asleep, or sleeping too much? 0.63 0.95 0 3 1.41 0.84
DPQ040: …feeling tired or having little energy? 0.74 0.93 0 3 1.18 0.46
DPQ050: …poor appetite or overeating? 0.37 0.76 0 3 2.24 4.30
DPQ060: …feeling bad about yourself—or that you are a failure or

have let yourself or your family down?
0.25 0.63 0 3 2.88 8.20

DPQ070: …trouble concentrating on things, such as reading the
newspaper or watching TV?

0.25 0.64 0 3 2.88 8.13

DPQ080: …moving or speaking so slowly that other people could
have noticed? Or the opposite—being so fidgety or restless that
you have been moving around a lot more than usual?

0.16 0.52 0 3 3.73 14.61

DPQ090: …thoughts that you would be better off dead or of
hurting yourself in some way?

0.06 0.31 0 3 6.81 52.02

1DPQ, NHANES depression screener questionnaire.

Variable characteristics
The skewness and kurtosis of age, and 2 of the items that comprise
the PHQ (DPQ030 and DPQ040), were within accepted values for
ML; however, all other variables were outside of the normally accepted
values. Table 3 provides means, ranges, and normality values for each
variable included in the analyses. Histograms of age (Figure 3) show a
shift in distribution when sampling weights are applied.

Comparing SEM model iterations with and without
weightings (methods research question 1)
The first 2 iterationswere compared to illustrate how SEMestimates and
fit statistics differ when sample weightings are applied. The complete

case population sample size with weightings represented 153,038,278
persons.

The first SEM iteration included complete cases without weightings.
This model revealed significant relation between all variables, with
the largest path coefficients between food security score and cotintine
(mean ± SE 8.561 ± 1.219) and between cotinine and depression
(mean ± SE10.264 ± 1.392). When weightings were added to the
complete cases (Iteration 2), all relations remained significant and the
strongest relations remained between food security score and cotinine,
and between cotinine and depression. However, for all relations, except
for depression and age, the path coefficients differed between iteration
1 and 2 (absolute average change of 15.78%). This difference is due the
change in variable distributions and demonstrates how the application

FIGURE 3 Histograms of age from NHANES data cycles 2005–2010 showing the shift in distribution with unweighted observations (left)
and when sampling weights are applied (right).

CURRENT DEVELOPMENTS IN NUTRITION



Using Structural Equation Modeling with NHANES 7

FIGURE 4 Proportion of missing data from the full NHANES dataset (left) and modified complete cases data (right) with percentage of
component missingness (top) and patterns (bottom) of component missingness among NHANES participants.

of sampling weights may alter the strength of the relations between
variables.

Research question 2: missing data
The amount of missing data for the SEM variables ranged from 0.00%
to 25.30% (Figure 4, top). Missingness for the individual variables of
cotinine and depression score was evenly dispersed by race/ethnicity;
however, missingness for the food security variable was missing more

FIGURE 5 Patterns of missing data by race from the full NHANES
data. Mexican-Americans and other Hispanics were far less likely to
complete the Food Security Survey Module.

often among Mexican-Americans and other Hispanics (Figure 5),
confirming therewere datamissing at random, and racewill be included
in the imputation process as an auxiliary variable. We did not find
any distinguishable missingness patterns for the combinations of food
security, cotinine, and depression (Figure 4, bottom).

When comparing the path coefficients for iteration 2 (weighted com-
plete case dataset) with iteration 3 (weighted complete case dataset with
simulated missingness and MI), there were minimal to no differences
(absolute average change of 7.18%). This demonstrates that for this SEM
model, MI is an appropriate method for addressing missing data.

When comparing iteration 4 (weighted full dataset with MI) with
iteration 2, the average absolute path coefficient difference was 19.17%
(Table 4). Iteration 4 confirmed significant relations between all
variables with the highest path coefficients between food security score
and cotintine (mean ± 9.918 ± 1.407), which was lower than that for
iteration 2, whereas the relation between cotinine and depression (mean
± SE 11.170 ± 1.128) was higher than that for iteration 2. Another no-
ticeable difference between the 2 iterationswere that the highest relation
between variables in the model changed from food security score and
cotinine in iteration 2 to cotinine and depression in iteration 4.

Estimation and model fit statistics
Selection of estimation technique (methods research question 3).
The path coefficients produced in each iteration were the same under
both QML and ML. QML with Satorra-Bentler correction produced
larger SEs (Table 4), but produced better model fit values for each
iteration (Table 5). The average increase of SEs of variables was 94%
between ML and QML when the complete case dataset was used. The
SE increases were greater after applying the weightings, which resulted
in an average increase of 154.26%.
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TABLE 6 Respecified SEM model with unstandardized coefficients and standard errors based on the use of QML with the
Satorra-Bentler correction for the NHANES cycles 2005–2010 (n = 17,132, total sample = 214,755,655)1

Estimate SE z P

Measurement model
Depression on

DPQ010 0.425 0.012 55.242 <0.001
DPQ020 0.483 0.012 49.53 <0.001
DPQ030 0.478 0.014 40.028 <0.001
DPQ040 0.546 0.012 48.576 <0.001
DPQ050 0.415 0.011 56.587 <0.001
DPQ060 0.396 0.011 54.356 <0.001
DPQ070 0.368 0.012 50.414 <0.001
DPQ080 0.238 0.011 34.862 <0.001
DPQ090 0.123 0.01 21.413 <0.001

Structural model
Food security on age −0.005 0.001 −7.333 <0.001
Cotinine on age −0.565 0.078 −7.232 <0.001
Cotinine on food security 9.171 1.464 7.049 <0.001
Depression on age −0.002 0.000 −4.011 <0.001
Cotinine on depression 11.818 1.260 9.902 <0.001
Depression on food security 0.169 0.011 15.143 <0.001

Variances
DPQ010 0.234 0.009 25.420 <0.001
DPQ020 0.179 0.007 26.810 <0.001
DPQ030 0.590 0.016 37.445 <0.001
DPQ040 0.505 0.015 34.272 <0.001
DPQ050 0.348 0.011 31.230 <0.001
DPQ060 0.186 0.007 26.755 <0.001
DPQ070 0.230 0.008 27.312 <0.001
DPQ080 0.159 0.006 25.369 <0.001
DPQ090 0.059 0.005 12.948 <0.001
Food security 1.785 0.127 14.060 <0.001
Cotinine 16,680.716 739.710 22.550 <0.001

1DPQ, NHANES depression screener questionnaire; QML, quasimaximum likelihood; SEM, structural equation modeling.

Comparisons of model fit indices between the ML and QML
with Satorra-Bentler correction showed similar differences among
each iteration. The chi-square test was significant across all iterations,
regardless of estimator used. Because the chi-square test is sensitive
to large sample sizes, other indices of fit were used to examine model
fit (Table 5). The RMSEA was 0.01–0.02 points lower with the QML
estimate than in the ML models, indicating a better absolute model fit
for the QML. The 90% CI was wider for the QML estimate, although
the increase in spread was to the lower end compared with their
ML counterpart. Additionally, the SRMR was lower, whereas the CFI
and TLI were higher in the QML compared with ML estimation, all
indicating better model fit for QML.

Respecification of model
Evaluation of the Lagrangemultiplier values suggested that themodel fit
could be improved by allowing depression items that comprise the PHQ
to covary. All relations in this respecified model (iteration 5) remained
significant (Figure 2). Iteration 5 indicates that the total effect of a 1-y
increase in agewill result in a decrease of serum cotinine of 0.644 ng/mL
of blood, which includes the direct path between age and cotinine and
indirect paths through food security and depression (Table 6). For each
1-point reduction in food insecurity score, serum cotinine decreases
an average of 9.171 ng/mL, whereas for each 1-point reduction in
depression, serum cotinine decreases on average 11.818 ng/mL. The

total effect of a 1-point decrease in food insecurity leads to a reduction
of 11.968 ng/mL in serum cotinine, when including direct and indirect
paths. These findings indicate positive independent relations for both
food insecurity and depression as predictors of smoking.

Discussion

This paper provides nutrition and other public health epidemiologists
with an empirical example of how SEM can be used to explore complex
relations between social, behavioral, and nutritional variables. We
further provide evidence that support best practices when SEM is used
with complex datasets that have missing data. The evidence supporting
the use of survey weighting and MI procedures when conducting
SEM in large survey data has been explored separately in previous
literature; however, this paper provides evidence to support their use
in conjunction with QML estimation. Our findings have important
implications for the design and interpretation of future studies that
aim to inform programmatic and policy decisions in the field of public
health nutrition.

Although strongly encouraged by the CDC (6), many researchers
conduct analyses without applying sample weightings, or may apply
weights, but not address missing data. Although these decisions did not
change the directionality of the relations between variables in the SEM

CURRENT DEVELOPMENTS IN NUTRITION



10 Hartwell et al.

iterations tested here, they did alter the path coefficients. Thus, these
analytic decisions can have an impact on the finalmodel iteration,which
may have consequences on how health policy-makers and program-
planners prioritize efforts to address food insecurity and depression as
important contributors to smoking in the United States.

The different results of themodel iterations tested here illustrate how
missing data can still occur in well-designed studies, such as NHANES.
In our dataset, nearly one-third of the data would be excluded due to≥1
missing variable if a complete cases analysis approach was used. This
missingness occurred mostly within the Hispanic participants, which
may bias interpretations for this ethnic group, as well as for the general
US population. Our results supported the approach of using MI to
handle this missingness, which allowed all cases to be represented in
the analysis in proximity to those shown in previous studies comparing
QML and ML simulations based on the use of unweighted, complete
case datasets (10, 22).

Finally, although the focus of this manuscript was the testing of
various analytic approaches to identify best practices for SEM, the
findings of our example model are worth noting. The causal pathways
linking food insecurity and depression to smoking provide further
support for the evidence for these variables as important psychosocial
factors that may influence cigarette use and cessation. Health advocates
working on tobacco cessation initiatives should explore collaboration
opportunities with the food security and mental health sectors to
develop integrative programs that address food access and depression as
potential root causes of smoking. Such initiatives may help to improve
nutritional, mental health, and smoking cessation disparities within
vulnerable populations that may not respond to traditional tobacco
cessation programs.

Limitations
Themodel tested in these analyses contained only continuous variables.
Researchers who use SEM to explore other continuous variables, such as
dietary intake of food groups or nutrients, and other laboratory values,
such as glucose or cholesterol, could apply the best practices identified
here. However, the model presented in this paper did not contain
categoric variables, such as gender or genetic information, which can
also be incorporated into SEM models. Therefore, best practices for
conducting SEM using weighted data and MI with categoric variables
still need to be confirmed. Additionally, the generalizability of any
data is dependent upon sampling methods; therefore, bias in sampling
frames may bias the sample, regardless of weighting.

Conclusions

The use of SEM, although still applied sparsely in nutritional epidemiol-
ogy, has the potential to expand knowledge of complex relations among
social and behavioral constructs and measured variables (4). Nutrition
epidemiologists who wish to use SEM to explore such relations should
apply sample weightings, use MI for handling missing data, and use
QML with Satorra-Bentler correction. These steps may help to ensure a
more accurate depiction of relations among the variables at a population
level to more appropriately inform the translation of findings to
nutrition-related policies and programs.

Acknowledgments
The authors’ responsibilities were as follows: MLH: designed the
research, analyzed the data, and is responsible for the final content of
the manuscript; JK: assisted with the research design and final edits
of the manuscript; MSW: contributed to all sections of the manuscript
and assisted with editing of the final manuscript; JMC: contributed to
the conclusion and assisted with editing of the final manuscript; DW:
contributed to the editing and conclusion section of themanuscript; and
all authors: have read and approved the final manuscript.

References

1. Hays RD, Revicki D, Coyne KS. Application of structural equation
modeling to health outcomes research. Eval Health Prof
2005;28(3):295–309.

2. Kline RB. Principles and Practice of Structural Equation Modeling. Guilford
Press; 2015.

3. Byrne BM. Structural Equation Modeling with Mplus: Basic Concepts,
Applications, and Programming. Routledge; 2013.

4. Beran TN, Violato C. Structural equation modeling in medical research: a
primer. BMC Research Notes 2010;3(1):267.

5. Johnson DR, Elliott LA. Sampling design effects: Do they affect the analyses
of data from the National Survey of Families and Households? J Marriage
Fam 1998;60(4):993–1001.

6. Centers for Disease Control and Prevention. National Health and Nutrition
Examination Survey: analytic guidelines, 2011–2012. 2013.

7. Rubin DB. Multiple imputation for nonresponse in surveys; 2004:258.
8. Little RJA, Rubin DB. Statistical Analysis with Missing Data.

Wiley-Interscience; 2002.
9. Li P, Stuart EA, Allison DB. Multiple imputation: a flexible tool for

handling missing data. JAMA 2015;314(18):1966–7.
10. Klein AG, Muthen BO. Quasi-maximum likelihood estimation of

structural equation models with multiple interaction and quadratic effects.
Multivar Behav Res 2007;42(4):647–73.

11. Ullman JB, Bentler PM. Structural equation modeling [Internet]. In:
Handbook of Psychology. 2nd ed. Volume 2. John Wiley & Sons; 2012.
Available from: https://onlinelibrary.wiley.com/doi/full/10.1002/
9781118133880.hop202023.

12. Reiter JP, Raghunathan TE, Kinney SK. The importance of modeling the
sampling design in multiple imputation for missing data. Surv Methodol
2006;32(2):143.

13. Osborne JW. Best practices in using large, complex samples: the importance
of using appropriate weights and design effect compensation. Pract Assess
Res Eval 2011;16(12):1–7.

14. Centers for Disease Control and Prevention. Behavior Risk Factor
Surveillance System. 2018.

15. Centers for Disease Control and Prevention. National Health and Nutrition
Examination Survey: analytic guidelines, 1999–2010. 2013.

16. Marston L, Carpenter JR, Walters KR, Morris RW, Nazareth I, Petersen I.
Issues in multiple imputation of missing data for large general practice
clinical databases. Pharmacoepidemiol Drug Saf 2010;19(6):618–26.

17. Graham JW, Olchowski AE, Gilreath TD. How many imputations are really
needed? Some practical clarifications of multiple imputation theory. Prev
Sci 2007;8(3):206–13.

18. Liu J, Zhao SR, Reyes T. Neurological and epigenetic implications of
nutritional deficiencies on psychopathology: conceptualization and review
of evidence. Int J Mol Sci 2015;16(8):18129–48.

19. Stata. Stata Base Reference Manual Release 14. 2015.
20. White H. Maximum likelihood estimation of misspecified models.

Econometrica 1982;50(1):1–25.
21. Klein AG, Muthen BO. Modeling heterogeneity of latent growth depending

on initial status. J Educ Behav Stat 2006;31(4):357–75.
22. Moosbrugger H, Schermelleh-Engel K, Kelava A, Klein AG. Testing

multiple nonlinear effects in structural equation modeling: a comparison of

CURRENT DEVELOPMENTS IN NUTRITION

https://onlinelibrary.wiley.com/doi/full/10.1002/9781118133880.hop202023


Using Structural Equation Modeling with NHANES 11

alternative estimation approaches. In: Structural Equation Modeling in
Educational Research: Concepts and Applications. Sense Publishers; 2009.
p. 103–36.

23. Teo T, Khine MS. Modeling educational research: the way forward. In:
Structural Equation Modeling in Educational Research: Concepts and
Applications. Sense Publishers; 2009. p. 3–10.

24. Carroll RJ, Ruppert D, Crainiceanu CM, Stefanski LA. Measurement Error
in Nonlinear Models: A Modern Perspective. Chapman and Hall/CRC;
2006.

25. Oberski D. lavaan.survey: an R package for complex survey analysis of
structural equation models. J Stat Softw 2014;57(1):1–27.

26. Revelle WR.psych: Procedures for Personality and Psychological Research.
Northwestern University; 2017.

27. Lumley T. Survey: Analysis of Complex Survey Samples: R Package Version
3.35-3. 2017.

28. USDA. US Adult Food Security Survey Module [Internet]. 2017. Available
from: https://www.ers.usda.gov/media/8279/ad2012.pdf.

29. Slade TB, Bharadwaj RS. A case of acute behavioral disturbance associated
with vitamin b(12) deficiency. Prim Care Companion J Clin Psychiatry
2010;12(6).

30. Liu J, Zhao SR, Reyes T. Neurological and epigenetic implications of
nutritional deficiencies on psychopathology: conceptualization and review
of evidence. Int J Mol Sci 2015;16(8):18129–48.

31. Seligman HK, Laraia BA, Kushel MB. Food insecurity is associated with
chronic disease among low-income NHANES participants. J Nutr
2010;140(2):304–10.

32. Carter KN, Kruse K, Blakely T, Collings S. The association of food security
with psychological distress in New Zealand and any gender differences. Soc
Sci Med 2011;72(9):1463–71.

33. De Marco M, Thorburn S, Kue J. “In a country as affluent as America,
people should be eating”: experiences with and perceptions of food
insecurity among rural and urban Oregonians. Qual Health Res
2009;19(7):1010–24.

34. Siefert K, Heflin CM, Corcoran ME, Williams DR. Food insufficiency and
physical and mental health in a longitudinal survey of welfare recipients.
J Health Soc Behav 2004;45(2):171–86.

35. Armour BS, Pitts MM, Lee CW. Cigarette smoking and food insecurity
among low-income families in the United States, 2001. Am J Health Promot
2008;22(6):386–92.

36. Breslau N, Peterson EL. Smoking cessation in young adults: age at initiation
of cigarette smoking and other suspected influences. Am J Public Health
1996;86(2):214–20.

37. Hamilton WL, Cook JT, Thompson WW, Buron LF. Household Food
Security in the United States in 1995: Summary Report of the Food Security
Measurement Project. ABT Associates; 1997.

38. Spitzer RL, Kroenke K, Williams JB; Group PHQPCS. Validation and utility
of a self-report version of PRIME-MD: the PHQ primary care study. JAMA
1999;282(18):1737–44.

39. González-Blanch C, Medrano LA, Muñoz-Navarro R, Ruíz-Rodríguez P,
Moriana JA, Limonero JT. Factor structure and measurement
invariance across various demographic groups and over time for the
PHQ-9 in primary care patients in Spain. PLoS One 2018;13(2):
e0193356.

40. Vartiainen E, Seppala T, Lillsunde P, Puska P. Validation of self reported
smoking by serum cotinine measurement in a community-based study.
J Epidemiol Community Health 2002;56(3):167–70.

41. Rosseel Y. lavaan: an R package for structural equation modeling. J Stat
Softw 2012;48(2):1–36.

42. Kowarik A, Templ M. VIM: visualization and imputation. R Package. J Stat
Softw 2016;74(7):1–16.

43. Liu Y, Brown SD. Comparison of five iterative imputation methods for
multivariate classification. Chemom Intell Lab Syst 2013;120:
106–15.

44. Lumley T. mitools: tools for multiple imputation of missing data. 2014.
45. van Buuren S, Groothuis-Oudshoorn K. mice: multivariate imputation by

chained equations in R. J Stat Softw 2011;45(3):1–67.

CURRENT DEVELOPMENTS IN NUTRITION

https://www.ers.usda.gov/media/8279/ad2012.pdf

