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Introduction

Of the many ways to unlock the mechanisms by which cells 
respond to their environment, high-content screening has 
established itself as a powerful technology. Several reasons 
can be invoked for this popularity, the major one being the 
richness of information that can be obtained from images. 
The richness comes in many layers. First, several organelles 
or proteins can be marked simultaneously, allowing the 
gathering of information about several concurrent biologi-
cal effects. Second, for each labeled cellular component 
many parameters can be extracted that not only measure its 
amount but also its morphology and its distribution in the 
cell with respect to itself and other structures in the cell. 
Lastly, this analysis can be carried out on a cell-by-cell 
basis, giving insight into population distribution instead of 
simply its average. Few other methods yield such diverse 
information about cells.

The richness of the information extracted is also a chal-
lenge, both mathematically and computationally. Depending 
on the resolution of the images, between 200 and 2000 cells 
are commonly imaged per condition in a screen. A screen 
with 100,000 data points and 1000 parameters yields a 
matrix of 2 × 108 rows and 1 × 103 columns whose size can 
be nearly as large as the original image data (no compres-
sion). The data are also complex in that they represent dif-
ferent measurements with different units, some of which are 

correlated with others, some of which are not informative 
and add noise without helping to discriminate the signal, 
and lastly, some that are noisy and tend to mask the signal. 
A further complication is that some parameters do not help 
the biologist understand what the phenotype actually looks 
like and its biological significance. This is particularly true 
for texture features that are hard to interpret in a biologi-
cally meaningful manner. Since data mining is the task of 
transforming data into knowledge or insights, some param-
eters need to be ignored when interpreting phenotypes.

The challenging nature of data mining is reflected in the 
fact that most high-content screening publications to date 
make use of only a few parameters instead of delving into 
the richness of the data they have obtained.1 Obviously, to 
discover hits in a very focused assay, only a few parameters 
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are required. Nevertheless, when more parameters are 
exploited, the hits can be profiled according to their pheno-
types, allowing a stratification strategy for selecting com-
pounds for further development.2 Furthermore, if the assay 
has been well characterized with a set of compounds with a 
known mode of action, the hits can potentially already be 
classified with respect to their mode of action, allowing 
quick identification of compounds acting via novel 
mechanisms.

Several strategies have been developed to use the full 
range of parameters extracted from the images, each with 
their own advantages and disadvantages. These can be 
broadly split into supervised methods and unsupervised 
methods. Supervised methods use various machine learning 
algorithms (support vector machines,3 random forests,4 
deep neural networks,5 bagging,6 etc.) to classify cells into 
phenotype categories defined with a training set. These 
methods use many parameters and are very powerful and 
relatively easy to use. Their main disadvantage is that they 
have to classify objects into one of the user-defined catego-
ries, so that novel, previously unseen phenotypes will be 
wrongly classified (open world vs closed world).7 For 
example, training a machine learning algorithm on cat 
images will wrongly classify a dog as a breed of cat. This 
problem is not addressed in the field, with a few excep-
tions.8 A further problem of supervised methods is the dan-
ger of overfitting or training the algorithm on some latent 
feature.9 Overfitting leads to overestimation of the efficacy 
of the algorithm and poor performance on real, unknown 
data. Training on latent features can lead the algorithm to 
recognize features outside of the objects of interest. For 
instance, if the controls used for training are always in the 
same position, the algorithm might recognize the position 
due to peculiarities in the way the microscope images those 
positions.

Several unsupervised methods have been proposed; in 
particular, two publications did a systematic review and 
tested many of these.10,11 In both papers, the task was to 
evaluate the ability of various dimension reduction meth-
ods and, for Reisen et al., evaluate various distance mea-
sures to classify or score a high-dimensional phenotypic 
dataset. Reisen et  al. demonstrated that the full-length 
phenotypic readout distinguishes less well between a 
positive and a negative control than the best single 
parameter, demonstrating the need to perform dimension 
reduction. They then demonstrated that single parame-
ters are very poor at profiling compounds and finding 
compounds of a similar mode of action. Instead, the full-
length fingerprint appears to recognize similar pheno-
types slightly better than reduced dimensionality data by 
principal component analysis (PCA) or random forest 
scales (RFSs). Ljosa et al. demonstrated that for profiling 
compounds, their full fingerprint performs very well and 
is not outperformed by methods meant to capture the 

population response. In their analysis, dimension reduc-
tion by factor analysis does significantly improve the 
classification of the compounds. This demonstrates that 
some parameters in their fingerprint are noisy and affect 
the classification.

We sought to develop a profiling method that is able to 
discover previously unseen phenotypes, exploit the popu-
lation response, and avoid noisy or uninformative param-
eters. We reasoned that if we obtain the set of parameters 
that describes the negative population precisely and 
reproducibly, we would reduce the dimensionality with-
out sacrificing the ability to discover new phenotypes, 
while eliminating noisy, unreliable parameters. For 
instance, if the area of nuclei is always to be found within 
a given range in all the wells of the profiling experiment, 
then any condition where the area diverges significantly 
is a phenotype. Conversely, if another parameter exhibits 
diverging ranges in different wells, this would not be reli-
able and the parameter should be eliminated. To achieve 
this, our method analyzes the distribution of populations 
in all wells for each parameter available and selects 
parameters that are neither too noisy nor too uninforma-
tive. We used the publicly available data of BBBC021 and 
BBBC022 from the Broad Institute to test our novel 
method and demonstrate its performance. We compared 
our method for reducing parameter space using negative 
controls only with the classic method of L1-norm regular-
ization.12 We found that our method improves the classi-
fication performance compared with the full matrix, but it 
does not outperform the sparse matrix obtained by 
L1-norm. We then showed that our method generalizes 
better when an unseen class is added to the classification 
problem compared with the sparse matrix obtained by 
L1-norm.

Materials and Methods

Data

We used image set BBBC021v1,13 available from the 
Broad Bioimage Benchmark Collection.14 The BBBC021 
dataset is of Mcf7 breast cancer cells that were plated and 
treated with compounds of a known mode of action.13 The 
images were reanalyzed with CellProfiler by Ljosa et al.11 
The resulting data were made publicly available and are 
available on the Broad Institute’s website. The data were 
imported into a mysql database as described by Ljosa et al. 
and imported into KNIME with corresponding database 
reader nodes. The data were then normalized per plate as 
described in by Ljosa et  al. by linearly scaling the data, 
setting the 1st percentile of DMSO to 0 and the 99th per-
centile to 1.

We used image set BBBC022v1,15 available from the 
Broad Bioimage Benchmark Collection.14 The BBBC022 



236	 SLAS Discovery 24(3) 

dataset comprises U2OS cells treated with 1600 known bio-
active compounds. The cells were labeled with six dyes to 
characterize seven organelles (Cell Painting Assay).15 We 
downloaded the images from the Broad website (https://
data.broadinstitute.org/bbbc/BBBC022/) and analyzed 
them with the CellProfiler pipeline provided by Gustafsdottir 
et al. without image correction. The fingerprints were anno-
tated with the mode of action provided in Rohban et al.16 
The BBBC022 data were not scaled, but the well averages 
were z-normalized per plate with respect to the DMSO con-
trols. The BBBC021 dataset consists of three replicates, 
whereas the BBBC022 dataset consists of replicates. Either 
the replicates were analyzed separately or the median of the 
replicates was calculated.

Binning Analysis

For subpopulation analysis, we applied the binning analysis 
that was previously described.17 Briefly, the DMSO popula-
tion for each parameter was sorted from the smallest to the 
biggest value and the cutoff values at the 20th, 40th, 60th, 
80th, and 100th percentiles were determined, creating five 
bins. Each DMSO well then had five bins per parameter, all 
containing approximately 20% of the population. The dis-
tribution of the counts was approximately normal, allowing 
us to compute a z score for the counts in each bin and each 
parameter of each experimental well. The binning analysis 
was carried out per plate with the DMSO population of the 
entire plate.

Stability of Parameter Analysis

The range of each 20% bin of each parameter was deter-
mined over the entire DMSO population of a plate. For each 
well of the plate, it was then expected that 20% of the popu-
lation should be found in each bin for each parameter. The 
actual counts of cells per well and parameter followed a 
multinomial distribution since the procedure is similar to 
drawing a ball from an urn with replacement. Therefore, to 
test whether the obtained distribution of counts for each 
parameter and each well corresponded to a 20%, 20%, 20%, 
20%, 20% distribution, a chi-square test was applied. The 
resulting p value was adjusted for multiple testing with the 
Bonferroni method.

L1 Regularization

L1 regularization was implemented in the KNIME work-
flow in a Python scripting node. LogisticRegression from 
the sklearn library was used, and the tuning parameter alpha 
was set at 0.01, 0.05, 0.1, 0.5, 1, 2, 4, 6, 8, and 10. At each 
alpha, some parameters had 0 coefficients and fingerprints 
were constructed without these parameters and used for 
classification.

Classification

The distance matrix of the profiles was calculated with 
cosine as the distance measure. The nearest-neighbor algo-
rithm with leave-one-out cross-validation was applied to 
determine the most similar compound and its mode of action. 
The number of correctly classified compounds was reported.

Software

The workflows were implemented in KNIME. The normal-
ization script was written in Python and a graphical user 
interface (GUI) was generated for KNIME with the RGG 
interface. The chi-square test was carried out with R from 
within the KNIME workflow using a R snippet node. All 
workflows and instructions for installing KNIME with 
extensions are available for download at https://publica-
tions.mpi-cbg.de/publications-sites/7217/.

Results

Fingerprint Profiling with Well Averages

We wished to test whether analyzing subpopulations and 
reducing the parameter space by selecting parameters that 
describe a negative control population robustly could 
improve phenotypic fingerprint classification tasks. To this 
end, we built an analysis pipeline based on the benchmark-
ing datasets BBBC021 and BBBC022 of the Broad Institute. 
For the BBBC021 dataset, we downloaded the fingerprints, 
and for the BBBC022 dataset, we downloaded the images 
and performed image analysis with the CellProfiler pipeline 
provided with the dataset. We thereby obtained two anno-
tated datasets of individual cells treated with compounds and 
described by many quantitative parameters. The BBBC021 
dataset has 454,695 cells treated with 96 compounds in trip-
licate and 7 compounds in duplicate described by 460 
parameters. Only a subset of the BBBC022 dataset was used 
in this analysis, representing 2,894,683 cells treated with 
591 compounds classified in 59 modes of action.

First, we tested the simplest analysis possible for classi-
fying fingerprints by calculating the arithmetic mean of the 
single-cell data of each well. We classified both the indi-
vidual profiles and the median of the replicates of both data-
sets. For classification, we found the mode of action of the 
most similar compound based on its cosine distance. We 
found that for the BBBC021 dataset, 289 out of 302 (94.7%) 
individual fingerprints were correctly classified (Table 1). 
The BBBC022 dataset showed poorer classification, with 
419 out of 2372 individual fingerprints (17.7%) correctly 
classified. In summary, the BBBC021 dataset can be classi-
fied with very high accuracy using the average of the cell 
data, whereas the BBBC022 dataset shows much more 
modest accuracy.

https://data.broadinstitute.org/bbbc/BBBC022/
https://data.broadinstitute.org/bbbc/BBBC022/
https://publications.mpi-cbg.de/publications-sites/7217/
https://publications.mpi-cbg.de/publications-sites/7217/
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Fingerprint Profiling with Subpopulation

After establishing a baseline performance for profiling 
compounds using population means, we wanted to investi-
gate whether incorporating subpopulation information 
could be beneficial for the accuracy of the classification. 
We have previously developed a method for subpopulation 
analysis called binning analysis.17 Briefly, users define how 
many equally sized bins into which to split the populations 
in the wells. For five bins, the 20th, 40th, 60th, and 80th 
percentiles are determined for the control population for 
each parameter. Control populations can be all the negative 
wells in a plate, or in batches of plates or an entire screen. 
Each bin therefore determines a parameter range for each 
percentile. The limits of the ranges are then applied to 
experimental wells to determine the number of cells in each 
bin. For each well, each parameter, and each bin, the output 
of our method yields the population percentage, the counts, 
and the z scores based on the mean and standard deviation 
of the percentages of the negative control population. 
Phenotypic changes result in a shift of the population distri-
bution among the bins compared with the negative control. 
To illustrate the behavior, we show for the BBBC022 data-
set the eighth order of the Zernike polynomial at a scale of 
2 pixels for DMSO and paclitaxel with five bins. The popu-
lation distribution of paclitaxel is shifted toward the higher 
(100%) and lower (20%) bins (Fig. 1). Averaging such a 
parameter for the well population yields a z score of −3, 
whereas the binning analysis yields a z score of 6.7 for the 
20% bin, 2 for the 40% bin, 6.6 for the 60% bin, −9.1 for the 
80% bin, and 4.7 for the 100% bin. This method therefore 
allows us to detect weak phenotypes and explains the popu-
lation distribution inherently.

Here, we carried out the binning with five bins using the 
DMSO population distribution per plate. To estimate the 
effect of binning on the ability to distinguish the various 

modes of action present in the dataset, we again performed 
nearest-neighbor classification. Since for some parameters 
not all bins are instantiated, we first remove parameters 
with missing values in order to calculate the cosine dis-
tance matrix used in nearest-neighbor classification. 
Binning the BBC021 dataset resulted in a vector with 2247 
parameters for the individual replicates. With the binned 
data, we correctly classified 286 out of 302 compounds 
(94.7%) (Table 1). The subpopulation analysis of the 
binned profiles correctly classified one compound less than 
the mean profiles. We reasoned that the accuracy could be 
improved just by carrying out the classification using either 
the lowest-range bin (first 0%–20% bin) or the largest-
range bin (80%–100% bin), since changes in phenotypes 
will be reflected by parameters becoming either smaller or 
greater, and thus only the extreme bins will be affected. 
Carrying out nearest-neighbor classification with the 100% 
and 20% bins decreased the classification performance to 
284 out of 302 replicates (94.0%). The same analysis for 
the BBBC022 dataset yielded a classification with all bins 
of 460 correctly classified profiles (19.4%), compared with 
419 with well population average. Using only the 100% 
and 20% bins, we were able to further improve the classifi-
cation to 466 correctly classified profiles (19.7%). In sum-
mary, classifying compounds with the 100% and 20% bin 
profiles significantly improved the classification accuracy 
for the BBBC022 dataset, but slightly decreased the clas-
sification accuracy for the BBBC021 dataset.

L1-Norm Regularization for Parameter 
Reduction
A disadvantage of our binning analysis is that the number 
of parameters increases, which worsens the dimensional-
ity problem for distinguishing phenotypes. We therefore 
wanted to reduce the number of parameters and obtain a 

Table 1.  Classification Accuracy of the Various Methods with the BBBC021 and BBBC022 Datasets.

BBBC021 BBBC022

Method % Correct MoA Correct MOA Wrong MOA % Correct MoA Correct MOA Wrong MOA

Well averages 95.70% 289 13 17.66% 419 1953
Binned parameters 94.70% 286 16 19.39% 460 1912
Binned parameters, 20% and 

100% bins
94.04% 284 18 19.65% 466 1906

Well averages, L1-norm 
regularization

92.05% 278 24 20.53% 487 1885

Binned parameters, L1-norm 
regularization

95.03% 287 15 19.56% 464 1908

Binned stable parameters 95.03% 287 15 19.22% 456 1916
Binned stable parameters, 

20% and 100% bins
93.38% 282 20 20.19% 479 1893

MoA = mode of action.
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sparse matrix capable of distinguishing better phenotypes. 
A popular approach to reduce the parameter space when a 
ground truth is known is L1-norm regularization.12 The 
ground truth is used to carry multiple logistic regression, 
and L1-norm regularization sets parameters to 0. A tuning 
factor alpha is scanned with values between 0.01 and 10, 
with 10 different values yielding 10 fingerprints with dif-
ferent selections of parameters. The classification task 
was carried out with each fingerprint and the accuracy 
assessed. We first applied L1-norm regularization to both 
the well-averaged populations and the binned population. 
The accuracy of the classification with L1-norm regular-
ization for the well-averaged populations of the BBBC021 
dataset was decreased, with 278 compounds correctly 
classified, compared with 289 for the entire parameter set. 
L1-norm regularization modestly improved the classifica-
tion of the binned individual replicates to 287 correct clas-
sifications, compared with 286 for all the bins. For the 
well-averaged BBBC022 dataset, L1-norm regularization 
increased the classification accuracy to 487 (20.5%) pro-
files compared with 419 for the well averages. L1-norm 
regularization did not improve the classification of the 
binned data, with 464 (19.7%) of correctly classified 

profiles compared with 466 profiles with the high and low 
bin profiles only.

Removal of Noisy Parameters

Obtaining a sparse matrix with L1-norm regularization 
biases the model toward detecting phenotypes that are pres-
ent in the training set. The optimized parameter set might not 
generalize well and might be unable to correctly classify 
unseen phenotypes. To avoid the problem of overfitting, we 
focused on selecting parameters only based on negative con-
trols. We reasoned that parameters that describe the negative 
population faithfully and reproducibly should be sensitive to 
detecting deviations from the unperturbed state. We there-
fore analyzed the distribution of counts for each parameter 
in each well to assess whether it followed the expected dis-
tribution of the 20th percentile of the population in each bin. 
The distribution of the counts per bin is a multinomial distri-
bution, and a chi-square test yields a p value for the likeli-
hood that the observed counts belong to the expected 
multinomial distribution. The p value was then adjusted for 
multiple testing and a cutoff value of 0.05 was chosen to 
classify whether the counts obtained for a parameter in a 

Figure 1.  Distribution of the cell populations of DMSO and paclitaxel in plate 20585 of the BBBC022 dataset for the eighth order 
of the Zernike polynomial at a scale of 6 pixels of the nuclei. The dotted lines represent the separation between the 20th, 40th, 60th, 
and 80th percentiles. Paclitaxel transforms a unimodal distribution to a bimodal distribution, resulting in an increased number of 
objects in the low 20% and 100% bins. The inset shows the percentage, z score, and count for each bin for the DMSO population of 
the plate and the paclitaxel well.
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well follow the expected multinomial distribution. For some 
parameters, only few wells showed the expected distribu-
tion, which we call noisy parameters, whereas for other 
parameters all wells were within the expected distribution, 
and we call these parameters stable (Fig. 2). We then built 
phenotypic fingerprints removing stepwise noisy parame-
ters, obtaining fingerprints with more and more stable 
parameters (above the 0.05 cutoff). To build the fingerprints, 
we first removed parameters where only 1% of DMSO wells 
were above the 0.05 cutoff, then 6%, and so forth, until 96% 
of the DMSO wells were above the 0.05 cutoff in steps of 
5%. We then performed the classification task with the 20 
resulting fingerprints. For the BBBC021 dataset, we found 
that 287 compounds were correctly classified (95.0%) with 
the all bins, and using only the 100% and 20% bins, 282 
compounds were correctly assigned their mode of action 
(93.4%). For the BBBC022 datasets, 456 (19.2%) and 479 
(20.2%) compounds were correctly classified with all the 

bins or the 100% and 20% bins only, respectively. In sum-
mary, selecting stable parameters increased the classification 
accuracy compared with all binned parameters. Selecting 
parameters by L1-norm regularization was in most cases 
more powerful, though.

Generalization of the Selected Parameters

Our rationale to select parameters based only on the descrip-
tion of the negative control was that we were not biasing the 
model toward known modes of action, whereas L1-norm 
regularization optimizes the model on the known modes of 
action. To directly test whether our method generalizes better, 
we retrained the models omitting a mode of action with many 
compounds. We chose dopamine receptor antagonist with 
180 compounds and glucocorticoid receptor agonist with 140 
compounds. We trained the L1-norm regularization model 
and selected the best threshold for stable parameters without 

Figure 2.  (A) Population distribution of a stable parameter (eighth order of the Zernike polynomial at a scale of 6 pixels) for the 
entire DMSO population of a plate (red) and two DMSO wells from the same plate (green, blue). (B) Population distribution of a 
noisy parameter (minimal intensity of Mitotracker in cells) for the entire DMSO population of a plate (red) and two DMSO wells from 
the same plate (green, blue). (C) Plate heatmap of the number of cells in the 100% bin for the DMSO wells of a single plate for a stable 
parameter (eighth order of the Zernike polynomial at a scale of 6 pixels; left) and a noisy parameter (minimal intensity of Mitotracker 
in cells; right).
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one of these modes of action and verified the classification 
accuracy after adding the compounds and their mode of 
action back in the test set. Thus, the models were trained 
without seeing a class, which was then later added. We found 
that for the dopamine receptor antagonist mode of action, 118 
compounds were not correctly classified with L1-norm regu-
larization, whereas 115 compounds were not correctly classi-
fied with the stable parameter selection for either all bins or 
just the 20% and 100% bins. For the glucocorticoid receptor 
agonist mode of action, we found that 45 compounds were 
misclassified by L1-norm regularization compared with 49 
and 37 for the stable parameter selection model. These results 
suggest that our stable parameter selection method with the 
20% and 100% bins only allows building models that gener-
alize better than L1-norm regularization.

Discussion

We have taken advantage of two publicly available anno-
tated high-content screening datasets to explore fingerprint 
analysis methods. We have compared a simple averaging of 
the well populations to subpopulation analysis and have 
compared the effect of dimensionality reduction on the clas-
sification task. The subpopulation analysis is based on the 
user-defined percentiles of the negative control population 
determining their parameter range. These parameter ranges 
are then used to determine the count of cells in each well. 
The number of bins in the analysis is important. At one 
extreme, having a single bin reduces the analysis to a simple 
cell count. At the other extreme, using too many bins, some 
bins will be empty or have only very few objects. It is there-
fore important to strike a balance between a high-resolution 
analysis of the data and no resolution at all. Additionally, 
some parameters cannot be binned, as they have too few 
values or a vast majority of the population have only one of 
the values. For instance, the number of nuclei per cell is 
often one. A binning of five for the number of nuclei per cell 
will not succeed, since a vast majority of cells will have a 
value of one and only a very few multinucleate cells will not 
be sufficient to create several 20% bins. In such a case, only 
the low-interval bin (20%) will be instantiated.

In our binning analysis, phenotypes causing small 
changes in parameters shifted the distribution of the popula-
tion away from the user-defined percentiles. The signifi-
cance of the distribution changes can be tested with a 
chi-square test. This method has the advantage that it han-
dles various distribution types, such as bimodal or normal, 
equally well. One disadvantage is that statistical tests are 
sensitive to the number of objects, as the power of the test 
increases with larger populations. With small populations of 
a few hundred objects, large deviations from the expected 
quantiles are tolerated by the chi-square test, whereas only 
small deviations are tolerated with populations of several 
thousand cells. Due to this caveat, our method to detect 

noisy parameters for dimensionality reduction needs to be 
optimized for each dataset. Noisy parameters are deter-
mined by analyzing the negative controls only, thereby 
avoiding biasing the selection of parameters toward known 
compounds. The estimation of noisiness of a parameter is 
carried out by testing how many wells of the negative con-
trol population do not show the expected quantiles. We 
show that removal of the noisiest parameters does improve 
the classification accuracy substantially, although the best 
accuracy in the BBBC021 and BBBC022 is not achieved by 
this method. For the BBBC021, the best accuracy is 
achieved by well average, which is the simplest method. It 
must be noted that the BBBC021 dataset is very biased, 
containing very well-behaved experimental wells hand-
picked out of a larger dataset, and therefore achieves very 
high accuracy. Such accuracy is unlikely to be found in 
other datasets. For the BBBC022, the best accuracy is 
achieved with L1-norm regularization of the averaged pop-
ulation. For both the BBBC021 and the BBBC022 datasets, 
our method with binned, stable parameters is the second 
best. Given the good performance of our method in these 
two examples, it is likely that it will also perform well with 
other datasets. Generalization of the model obtained is one 
of the interesting features of our method. We show that 
selecting stable parameters with an unseen mode of action 
and then classifying the data with a new class leads to better 
accuracy than L1-norm regularization. This suggests that it 
is possible to train a model and reuse it even though the 
number and quality of classes have changed. Thus, when a 
researcher finds that the annotation of a compound has 
changed or been determined, all the compounds can be 
reclassified without first selecting stable parameters again.

Our analysis method can also be applied for tasks unre-
lated to fingerprint analysis. In our experience, the subpopu-
lation analysis allows the detection of phenotypes where 
only a minority of cells show a phenotype. Our KNIME 
node calculates a z score for each parameter and each bin, 
based on the mean and standard deviation of the percentages 
in the DMSO wells. These z scores are used to detect pheno-
types in screens, and we have detected weak, reproducible 
hits that were not detectable by population averages.

Our methodology could be further improved with more 
informative fingerprints. Here, we used only low-level fea-
tures extracted from segmented images. Another approach 
could consist of applying machine learning such as deep 
learning to combine low-level parameters, either directly 
from the pixel intensities or from segmentation, and learn 
the relevant features.18 Such fingerprints containing high-
level features might perform much better than the low-level 
features we used here.

We created our analysis in KNIME and made it publicly 
available with the analyzed data. Thanks to the intuitive 
user interface, non-computer scientists will be able to uti-
lize the method for their own work. We hope that the 
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community will take advantage of the method and provide 
feedback to further improve its performance.
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