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Abstract

Based on the coarse-grained UNRES and NARES-2P models of proteins and nucleic acids, 

respectively, developed in our laboratory, in this work we have developed a coarse-grained model 

of systems containing proteins and nucleic acids. The UNRES and NARES-2P effective energy 

functions have been applied to the protein and nucleic-acid components of a system, respectively, 

while protein – nucleic-acid interactions have been described by the respective coarse-grained 

potentials developed in our recent work [Yin et al., J. Chem Theory Comput., 2015, 11, 1792–

1808]. The Debye-Hückel screening has been applied to the electrostatic-interaction energy 

between the phosphate groups and charged amino-acid side chains. The model has been integrated 

into the UNRES package for coarse-grained molecular dynamics simulations of proteins and the 

implementation has been tested for energy conservation in microcanonical molecular dynamics 

runs and for temperature conservation in canonical molecular dynamics runs. Two case studies 

were performed: (i) the dynamics of the Ku protein heterodimer bound to DNA, for which it was 

found that the Ku70/Ku80 protein complex plays an active role in DNA repairing and (ii) 

conformational changes of the multiple antibiotic resistance (MarA) protein occurring during 

DNA binding, for which the functionally-important motions occurring during this process were 

identified.
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Illustration of the coarse-grained representation of protein – nucleic-acid systems implemented in 

this work with the example of the multiple antibiotic resistance (MarA) protein – DNA complex. 

Left: the DNA fragment in NARES-2P representation, right: the protein fragment in UNRES 

representation. The virtual bonds are shown as sticks, united side chains and nucleic-acid bases are 

shown as ellipsoids of revolution, united peptide groups are shown as light-blue spheres and united 

phosphate groups are shown as light-red spheres.
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INTRODUCTION

Modeling the structure and dynamics of biological macromolecules and molecular 

assemblies is nowadays of utmost importance in the quest for the understanding of the 

functioning of the machinery of life. Owing to the use of world-distributed computing (the 

FOLDING@HOME project)1 the development of very efficient load-balanced parallel codes 

such as GROMACS2, NAMD3, or DESMOND4, the implementation of all-atom molecular 

dynamics (MD) programs on graphical processor units (GPUs)5, and the construction of 

dedicated machines6,7, enormous progress has been achieved in the field of all-atom 

molecular simulations in the last two decades. Nevertheless, the biological size- and time-

scale is still beyond reach with the all-atom approach.

Coarse graining, which is a procedure to reduce the representation of a system under study 

from atomistic-detailed to a less detailed one, provides an intermediate resolution at which it 

is possible to handle large systems8–11. In the last two decades, we have been developing the 
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physics-based UNited RESidue (UNRES) model for the simulations of the structure and 

dynamics of proteins12,13 and, quite recently, the NARES-2P model of nucleic acids13–15. 

The effective energy functions of UNRES and NARES-2P originate from the potential of 

mean force of the system under study, in which the degrees of freedom not present in the 

model (secondary degrees of freedom) are integrated out8,16,17, which is further split into the 

Kubo cluster-cumulant functions18. The cluster-cumulant functions can be identified with 

particular components of the effective energy and are, finally, expanded into the generalized 

cumulant series18, this enabling us to obtain analytical expressions for the effective energy 

terms, including the very important multibody terms16,17. Owing to the application of this 

rigorous methodology, the number of interaction sites in UNRES and NARES-2P is only 2 

per residue, while successful unrestrained simulations of the structure and dynamics of 

proteins and nucleic acids are successful with these models13,19.

UNRES has proved to be a successful tool for protein structure prediction, as assessed in the 

Community Wide Experiments on the Critical Assessment of Techniques for Protein 

Structure Prediction (CASP)20,21, and has been a useful tool for studying protein 

complexes22,23. NARES-2P13–15 can treat both DNA and RNA systems14. The NARES-2P 

model was able to reproduce many biologically-relevant properties of double-helix B-DNA, 

such as duplex formation, breathing motions, melting temperatures14,15, and mechanical 

stability17.

Although the structure, dynamics, and thermodynamics of proteins and nucleic acids can be 

modeled reliably with UNRES and NARES-2P, until now, these two models did not cover 

systems containing both kinds of these biological macromolecules. Interactions between 

proteins and nucleic acids are essential for proper cell functioning24, DNA replication25, 

transcription activation26 and regulation27, recombination process28,29, DNA repairing29,30, 

etc. Therefore, in this work, we combined the UNRES and NARES-2P models to handle 

protein – nucleic-acid systems. We used the coarse-grained potentials for the interactions 

between the protein and nucleic-acid components that we developed in our earlier work31. 

We integrated the UNRES and NARES-2P models and the protein – nucleic-acid interaction 

potentials into the newest UNRES package written in FORTRAN 9032. As for UNRES33,34 

and NARES-2P14, we implemented molecular dynamics (MD) as the main conformational-

search engine33–35. After testing the implementation for energy and temperature 

conservation in microcanonical and canonical MD runs, respectively, we applied the newly 

developed model to study the initial stage of DNA-repair mechanism by the Ku70/Ku80 

protein heterodimer30 and found that the heterodimer is actively involved in DNA 

unwinding. We also applied the model to study conformational changes upon DNA - protein 

association with the example of multiple antibiotic resistance protein (MarA)36. We found 

that domain closing and major grove binding loop re-adjustment are the most important 

moves during DNA binding.

METHODS

Structure of the coarse-grained model of protein – nucleic-acid systems

In the model of protein – nucleic-acid systems developed in this work, the 

UNRES12,13,16,37–40 representation is used for the protein part of a protein – nucleic acid-
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system, while the NARES-2P13,14 representation is used for the nucleic-acid part. As in 

UNRES and NARES-2P, the solvent is implicit in the model and is accounted for in the 

effective potentials of interactions between the coarse-grained sites. The effective energy 

function consists of the UNRES Uprot
U N RES  and the NARES-2P Unucl

N A RES − 2P  energies of 

the protein and the nucleic-acid parts, respectively, and the effective energy of interactions 

between these parts (Uprot−nucl), as expressed by eq. (1). It should be noted that both the 

protein and the nucleic-acid parts usually consist of multiple chains.

U = Uprot
U N RES + Unucl

N A RES − 2P + Uprot − nucl (1)

The UNRES and NARES-2P models and the pertinent effective energy functions are 

summarized in sections “UNRES model of polypeptide chains” and “NARES-2P model of 

the polynucleotide chains”, respectively, while the effective potentials of protein – nucleic-

acid interactions are discussed in section “Effective potentials for the polypeptide-nucleic 

acid interactions”.

UNRES model of polypeptide chains

In the UNRES model12,13,16,37–40, a polypeptide chain is represented by a sequence of α-

carbon (Cα) atoms, with united peptide groups (p) placed halfway between the two 

consecutive Cα atoms, and united side chains (SC) attached to the Cαs. Only the SC and p 

centers are interaction sites, while the Cα atoms serve only to define the geometry of a 

polypeptide chain (Figure 1A).

The UNRES force field originates from the potential of mean force of a protein in aqueous 

environment, which has been expanded into a cluster-cumulant series to give an 

implementable effective energy function16,17. This energy function is given by eq. 2.
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Uprot
U N RES = wSC

i < j
USCiSC j

+ wSCpi ≠ j
USCip j

+ wpp
V DW

i < j − 1
Upip j

V DW + wpp
el f 2 T

i < j − 1
Upip j

el

+ wtor f 2 T
i

Utor γi + wtord f 3 T
i

Utord γi, γi + 1

+ wb
i

Ub θi + wrot
i

Urot αSCi
, βSCi

+ wbond
i

Ubond di

+ wcorr
3 f 3 T Ucorr

3 + wcorr
4 f 4 T Ucorr

4 + wturn
3 f 3 T Uturn

3 + wturn
4 f 4 T Uturn

4

+ wSC − corr f 2 T
m = 1

3

i
USC − corr τi

m

(2)

where the U′s are energy terms, θi is the backbone virtual-bond angle between the Ci − 1
α , Ci

α

and Ci + 1
α , atoms, γi is the backbone virtual-bond-dihedral angle, defined by the Ci − 1

α , Ci
α, 

Ci + 1
α , and Ci + 1

α , atoms, αi and βi are the angles defining the location of the center of the 

united side chain of residue i (Figure 1A) with respect to the frame defined by the Ci − 1
α , Ci

α

and Ci + 1
α  atoms, di is the length of the ith virtual bond, which is either a Cα · · · Cα or a Cα · 

· · SC virtual bond, and the angles τ(1) – τ(3) are the SC· · · Cα · · · Cα · · · Cα (τ(1)), Cα · · · 

Cα · · · Cα · · · SC (τ(2)), and SC· · · Cα · · · Cα · · · SC (τ(3)), respectively. Each energy term 

is multiplied by the appropriate weight, wx, and the terms corresponding to factors of order 

higher than 1 are additionally multiplied by the respective temperature factors which were 

introduced in our earlier work39 and which reflect the dependence of the first generalized-

cumulant term in those factors on temperature, as discussed in refs 39 and 41. The factors fn 

are defined by eq. (3).

f n T = ln exp 1 + exp −1
ln exp T /T∘

n − 1 + exp − T /T∘
n − 1 (3)

where T◦=300 K.

The terms USCiSC j
 represent the mean free energy of the hydrophobic (hydrophilic) 

interactions between the side chains, which implicitly contain the contributions from the 

interactions of the side chains with the solvent. The terms USCip j
 denote the excluded-

volume potentials of the side-chain – peptide-group interactions. The peptide-group 
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interaction potentials are split into two parts: the Lennard-Jones terms Upip j
V DW  and the 

average peptide-group-dipole interaction terms Upip j
el ; the second of these terms accounts 

for the tendency to form backbone hydrogen bonds between peptide groups pi and pj. The 

terms Utor, Utord, Ub, Urot, and Ubond are the virtual-bond-dihedral angle torsional terms, 

virtual-bond dihedral angle double-torsional terms, virtual-bond angle bending terms, side-

chain rotamer, and virtual-bond-deformation terms; these terms account for the local 

properties of the polypeptide chain. The terms Ucorr
m  represent correlation or multibody 

contributions from the coupling between backbone-local and backbone-electrostatic 

interactions, and the terms Uturn
m  are correlation contributions that involve m consecutive 

peptide groups; they are, therefore, termed turn contributions. The multibody terms are 

indispensable for reproduction of regular α-helical and β-sheet structures16,42,43. The 

USC−corr terms are side-chain backbone correlation potentials44,45 introduced to the UNRES 

force field, which improved loop structures and secondary structure recognition of the 

UNRES force field.

The energy-term weights have been determined and other force-field parameters have been 

refined by calibrating the force field with a set of seven proteins that belong to different 

structural classes46.

NARES-2P model of the polynucleotide chains

In the NARES-2P model13,14, a polynucleotide chain is represented by a sequence of 

deoxyribose (for DNA) or ribose (for RNA) ring centers (S) with united sugar – nucleic-

acid-base (B) centers attached to them and united phosphate groups (P) located in the middle 

between the consecutive sugar-ring centers (Fig. 1B). As the Cαs in UNRES, the sugar 

centers serve only to define the virtual-chain geometry, while the B and P centers are the 

interaction sites. The effective energy function of the NARES model14 is expressed by eq. 

(4).

Unucl
N A RES = wBB

GB

i i < j
UBiB j

GB + wBB
dip f 2 T

i i < j
UBiB j

dip

+ wPP
i i < j

UPiP j
+ wBP

i j
UPiB j

+ wbond
i

Ubond di

+ wbend
i

Uang θi + wtor f 2 T
i

Utor γi + wrot
i

Urot αi, βi

(4)

where UBiB j
GB  and UBiB j

dip  denote the Gay-Berne and mean field dipole-dipole interaction 

potentials of the sugar-base sites, respectively, UPiP j
 and UPiB j

 denote the phosphate-

phosphate and phosphate – sugar-base interaction potentials, respectively, Ubond, Uang, Utor 

and Urot denote virtual-bond-stretching, virtual-bond-angle-bending, torsional, and sugar-

base-rotamer potentials, respectively, and f2(T) is defined by eq. (3) with n = 2. Each term is 
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multiplied by the appropriate weight (wx); the weights have been determined by force-field 

calibration with small DNA molecules14,15.

This energy function was implemented in the new FORTRAN 90 UNRES package32.

Effective potentials for the polypeptide-nucleic acid interactions

The energy function for DNA-nucleic acid interactions (Uprot−nucl) is based on the potentials 

determined in our earlier work31 and is expressed by eq. (5):

Uprot − nucl = wSC − B
i j

USCiB j
+ wp − P

i j
UpiP j

+ wp − B
i j

UpiB j
+ wSC − P

i j
USCiP j

(5)

where USCiB j
, UpiP j

, UpiB j
 and USCiP j

 are protein side-chain – nucleic acid sugar-base, 

protein peptide-group – nucleic acid phosphate group, protein peptide-group – nucleic acid 

sugar-base, and protein side-chain – nucleic acid phosphate group effective interaction 

potentials, respectively, which are expressed by eqs. (S1-S53) of the Supporting Information 

of ref 31. Each term is multiplied by the appropriate weight (wx). Currently, all weights are 

set at 1. In order to determine the energy-term weights and fine-tune the other parameters of 

the force field calibration should be carried out15,46 with a set of model small protein-DNA 

systems. This task requires a lot of effort and, therefore, we defer it to our further work. 

Nevertheless, as the two examples presented in the Results section suggest, even the present 

force field can give reliable results regarding the DNA-binding mode and functionally 

important motions of protein-DNA complexes.

Because we have found that charged side chains interact with the phosphate groups too 

strongly, the expressions for the electrostatic-interaction energies of the Asp-P, Glu-P, Lys-P, 

and Arg-P pairs have been modified in this work to introduce a Debye screening factor, as 

expressed by eq. (6). The other parameters of these potentials have been taken from our 

earlier work31.

Eel = 332
qiq j

ϵinRi j
e

−κRi j (6)

with

κ = 1
σi + σ j

(7)

where qi = ±1 is the charge of a side-chain headgroup, qj = −1 is the charge of the phosphate 

group, Rij is the distance between the side-chain headgroup and the phosphate-group center, 

ϵin is the effective dielectric constant, which was one of the fitted parameters in deriving the 
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potentials31, κ is the Debye screening constant, and σi is the thickness of the solvation shell 

of site i [see eq. (S27) of the Supporting Information of ref 31 and eq. (17) of ref 47]. 

Another modification was to reduce the distances of the polar head groups of the His and 

Asn residues from the side-chain centers to 1.74 Å and 1.01 Å, respectively because the 

distances obtained by PMF fitting were too long (4.62 Å and 6.04 Å, respectively; see Table 

S24 of the Supporting Information of ref 31).

The protein-DNA energy function described above was implemented in the new FOR-

TRAN 90 package32.

Tests of coarse-grained molecular dynamics

To verify the stability of MD runs with the new potentials for protein – nucleic-acid 

interactions, energy conservation in microcanonical MD simulations were checked first with 

the example of the MarA protein bound to DNA (PDB code: 1BL0)36. The system was 

energy-minimized before performing simulations, and 1,000,000 MD steps with 0.498 fs 

time step were subsequently run.

Temperature conservation with the new potentials was verified by running canonical 

simulations with the Langevin34 and then Berendsen48 thermostats implemented with 

UNRES34. The system was energy-minimized before performing simulations, and 1,000,000 

MD steps with 4.98 fs time step were subsequently run. Both Langevin- and Berendsen-

thermostat runs were performed at T=300 K. For the Berendsen thermostat48, the coupling 

parameter τ = 48.9 fs was used and water friction was scaled by the factor of 0.01 in 

Langevin simulations to speed up the calculations, as in our earlier work34.

Dynamics of the Ku heterodimer bound to DNA

To study the initial stage of the DNA repair mechanism, MD simulations were carried out 

with the Ku heterodimer bound to damaged DNA (with mismatched base pairs). The starting 

structure was the crystal structure of the Ku70/Ku80 heterodimer bound to damaged DNA 

(PDB code:1JEY)30. Because two protein loops are missing in the crystal structure, 

MODELLER49 was used to add these missing sections of the structure. A series of five 

Langevin dynamics simulations at T = 300 K, 180,000 MD steps with 0.498 fs step length 

each, were carried out. These simulations were run with a small time step in order to capture 

all important events that take place during DNA repair by the Ku protein. It should be kept 

in mind that the time scale of coarse-grained simulations is at least 1,000 times wider than 

that of all-atom simulations34,50 and, consequently, processes occur much faster at the 

coarse-grained level. This time-scale extension results from the high reduction of the number 

of explicitly treated degrees of freedom (only 6 virtual-bond-vector coordinates per 

residue34) and smoothing the free energy landscape. Because of this time-scale distortion, 

the simulation settings correspond to approximately 90 ns of an all-atom simulation. 

Snapshots were collected every 1000 steps (a total of 900 snapshots from all trajectories). To 

select a representative structure, a set composed of the last structures from all trajectories 

was created first. The structure with the lowest maximum root-mean-square deviation 

(RMSD) from all other structures was then selected as a representative structure. This 

representative structure was subsequently superposed on the experimental structure and the 
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deviations of the consecutive residues of the protein and DNA parts from their experimental 

counterparts were calculated and plotted in residue index. Subsequently, the structures from 

all 900 snapshots were subjected to Principal Component Analysis (PCA)51–53 to determine 

the most important motions that characterize the initial stages of the DNA-repair 

mechanism.

Dynamics of multiple antibiotic resistance protein (MarA) during DNA binding

To study the conformational changes of the MarA protein during the DNA binding, the 

crystal structure of the MarA – DNA complex was energy-minimized first. The protein and 

DNA chains were subsequently separated from each other by shifting to the distance of 5 Å 

and by 8 Å to produce the starting structure. Two series of 16 Langevin dynamics 

trajectories and 200,000 steps per trajectory each were run. The simulations of the first series 

were started with the initial configuration in which the DNA molecule was separated by 5 Å 

from the protein; the time step in these series of simulations was set at 0.489 fs, this 

corresponding to a total of 100 ns all-atom-simulation time (given an approximately 1000-

fold time-scale extension34). In the second series of simulations, DNA was initially at a 

larger, 8 Å, distance from the protein and the simulations were carried out with the time step 

of 4.89 fs, which corresponded to approximately 100 ns simulation time per trajectory. Each 

simulation was run in the NVT mode at the temperature of T = 300 K. The time step was 

reduced to 0.498 fs in the first simulation series, because the binding of DNA to MarA 

occurred very fast in the coarse-grained model at such a small initial separation of the 

components, and setting a larger time step lead to omission of important events that occur 

upon binding. Snapshots were collected every 1,000 steps (a total of 3,200 snapshots from 

all trajectories). For each series of simulations, a representative structure was selected as 

described in section “Dynamics of the Ku heterodimer bound to DNA”.

In order to get better insight into the DNA-protein binding pattern, contact maps were 

calculated for both series of simulations. For each series of simulations, the distances 

between the Cα atoms of the protein and the C5′ atoms of the DNA were calculated. For a 

given Cα · · · C5′ pair, a score of 1 was assigned if the respective distance was 8 Å or less, 

0, if it was 10 Å or greater, while the score decreased linearly from 1 to 0 for distances 

between 8 Å and 10 Å. Then the scores were averaged over 10 last snapshots (a total of 160 

snapshot for each simulation series). The last structures from all trajectories were compared 

with each other. The structure with the lowest maximum root-mean-square deviation 

(RMSD) from all the others selected structures was selected as a representative structure. 

The results of the simulation in which the initial separation of the protein and DNA 

molecules was 5 Å were used in the analysis and in the principal component analysis 

described in the next section. Residue-wise deviations of the protein and DNA parts of the 

representative structure from the experimental structure after optimal superposition were 

calculated and the corresponding residue-wise plots were constructed. Subsequently, all 

3,200 snapshot structures were subjected to PCA51–53 to determine the most important 

motions that occur during DNA-protein association.
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Principal component analysis

PCA is an implementation of the Normal Mode Analysis (NMA) and is an efficient method 

to identify all collective motions of a molecular system51–53. A key concept of NMA is that 

the displacements of atom/site coordinates of the molecular system from those of the 

average structure are expressed as a linear combination of normal mode coordinates. The 

normal modes are obtained as eigenvectors of the variance-covariance matrix of coordinates 

C defined by eq. (8),

Ci j = 1
N − 1 k = 1

N
qik − qi q jk − q j , i = 1, 2, …, 3n, j = 1, 2, …, 3n (8)

where qik is the mass-scaled x, y or z coordinate of the respective atom/site of the kth 

snapshot defined by eq. (9), ⟨qi⟩ is the respective average coordinate (the coordinates are 

averaged after all structures are superposed on a selected structure of the trajectory), N is the 

number of snapshots and n is the total number of atoms/sites in the system.

q3 i − 1 + 1, k = mi

1
2 xi

q3 i − 1 + 2, k = mi

1
2 yi

q3i, k = mi

1
2zi

(9)

where mi is the mass of the ith atom/site. The eigenvectors of of the matrix C, denoted as 

V1, V2,…, V3n, respectively, and termed the principal components, are arranged according 

to the descending order of the corresponding eigenvalues, χi, i = 1, 2, … 3n, so that χ1 ≥ χ2 

≥ … ≥ χ3n. The top-ranked PC modes describe global motions of the system, while the low 

ranked PC modes describe the local motions. The eigenvalues normalized to the sum of 1 are 

termed loadings. The ProDy interface of the Normal mode visualization and comparative 

analysis (NMWiz) plug-in of the Visual Molecular Dynamics (VMD) software was used to 

run PCA54,55.

RESULTS

Tests of MD behavior in microcanonical and canonical runs

Variation of the total energy with MD simulation time for the MarA-DNA system is shown 

in Figure 2A. As can be seen from the Figure, the total energy fluctuates only about the 

average value, the variations amounting to 0.008 kcal/mol, this proving symplectic behavior 

of the simulation.

The plots of temperature distribution for the Langevin and Berendsen run are shown in 

Figure 2B. It can be seen that, for the Langevin run, the distribution resulting from the 

simulations matches the theoretical distribution for the respective number of degrees of 

freedom, while the Berendsen thermostat produces too narrow a distribution, as found in 
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earlier work56,57. Nevertheless, the mean temperature is very close to the bath temperature 

for both simulations.

Dynamics of Ku heterodimer bound to DNA

The structure of the Ku heterodimer bound to DNA after simulations is compared with the 

experimental structure in Figure 3. As can be seen from the Figure, the most significant 

changes occurred at the wrongly paired fragment of damaged DNA. The pairing was broken 

and one of the DNA chains moved towards the protein. The conformational changes are also 

visualized in Figure 4, where the residue-wise deviations from the experimental structure are 

shown. As can be seen from Figure 4B, large deviations are observed for the shorter DNA 

chain at the C3′ end and at the C5′ end, and in the loop region of the longer chain. The 

RMSD of the representative final structure from the experimental structure is 5.19 Å 

whereas, for the DNA part, the RMSD is 6.71 Å after superposing the DNA fragments of the 

system. For the Ku protein, the largest fluctuations are observed in the β-sheet of Ku70 that 

“grabs” the DNA strands and in the C-terminal fragment of Ku70.

The loadings (normalized eigenvalues) corresponding to the protein, the nucleic-acid and the 

protein – nucleic-acid-complex are plotted in Figure S1 of the Supporting Information, while 

the principal components, together with the plots of the fluctuations of the Cα atoms along 

the principal components, are shown in Figure 5 and Figures S2 and S3 of the Supporting 

Information. The results of PCA enable us to conclude that the most important motions of 

the protein consist of (i) reorganization of the loops (residues 289–295 and 304–312 of 

Ku70, and residues 280–287 and 298–304 of Ku80) in the vicinity of the the β-sheet (Figure 

5D), which is composed of one strand from Ku70 (residues 289–297) and one from Ku80 

(residues 296–303), (ii) “grabbing” the damaged DNA by the β-sheet (Figure 5A), this 

motion corresponding to the PC mode with the largest loading, (iii) opening the wrongly-

paired DNA by the C-terminal fragment of Ku70 and the N-terminal part of Ku80 (Figure 

5C), and (iv) global motion of the protein domains (Figure 5B and E). The most important 

DNA motions (Supplementary Figures S3) are those corresponding to the wrongly formed 

loop and wrongly paired DNA-fragment. When this system is analyzed as a whole (Figure 

5) it is found that the most important motions are well coordinated and both chains act in 

harmony in the DNA-repair process.

To confirm the motion pattern detected by coarse-grained simulations, we have also carried 

all-atom MD simulations of the Ku/DNA system with the AMBER force field58,59. The 

simulations were carried out in the NPT regime, at a temperature of T = 298 K and pressure 

of p = 1 atm, in a periodic-water box with initial dimensions 100×105×130 Å containing 

40,000 TIP3P water molecules and 12 Na+ counter-ions to zero out the net charge. Four 

independent trajectories, 5 ns each were run. All data were used in principal component 

analysis. The resulting principal components, together with the plots of the fluctuations of 

the Cα atoms along the principal components, are visualized in Figure 6. It can be seen that 

the components corresponding to grabbing (panels A and B) and opening (panel C) the 

damaged DNA section are similar to their counterparts from coarse-grained simulations 

(Figure 5). However, the motion of the loops at residues 289–295 and 304–312 of Ku70, and 

residues 280–287 and 298–304 of Ku80 are less pronounced probably because the motion of 
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the crowded section of the system is facilitated in coarse-grained representation in which the 

effective energy surface is smoother. Additionally, the α-helix at residues 140–152 moves, 

which motion is not seen in the coarse-grained dynamics.

Our results suggest that the Ku complex is actively involved in the unwinding of wrongly 

paired DNA fragments. These results are consistent with the experimentally determined 

active role of this complex60.

Dynamics of multiple antibiotic resistance protein (MarA) during the DNA binding

As mentioned in Methods, two series of simulations, one started from initial protein-DNA 

separation of 5 Å and one from the separation of 8 Å were carried out. The DNA-protein 

complex was formed in all 16 trajectories for both series of simulations. The crystal and the 

representative structure from the end of the simulations starting from 5 Å separation of the 

MarA-DNA complex are shown in panels A and B of Figure 7, respectively. It can be seen 

from the Figure that the protein is bound to DNA in a manner similar to that of the crystal 

structure36. The RMSD between the representative structure and the crystal structure is 6.68 

Å. The RMSD of the protein part is 4.78 Å, while that of the nucleic-acid part is 7.57 Å. It 

should be noted that, because of a larger dimension of a nucleotide than that of an amino-

acid residue, the RMSD of 7.57 Å for the nucleic-acid part means that the structure 

superposes quite well on its experimental counterpart. On the other hand, the components 

are packed too tightly in the simulated complex (Figure 7B).

In order to get better insight into the binding mode of DNA to MarA, we analyzed the 

contacts between its component in the experimental structure36 and average contacts in the 

simulated structure. The respective contact maps are shown in Figure 8A–C. From the 

analysis of the contacts in the experimental structure (Figure 8A), it can be seen that residues 

35–55 and 80–100, which correspond to the loop regions of MarA, are the most important 

for DNA binding; these residues bind to the major grove of the DNA molecule. The 

averaged contact maps obtained from simulations indicate the same general binding pattern 

(Figure 8B and C); however, the contacts are more diffuse and additional contacts involving 

the residues engaged in the native contacts and the neighboring residues are formed. The 

contacts corresponding to the simulations in which the MarA and DNA molecules were 

initially separated by 8 Å are even more diffuse and the contact scores are lower; however, 

the binding follows the native mode (Figure 8C). These results suggest that that the binding 

process is dynamic.

The residue-wise deviations of the representative final simulated structure from the 

experimental structure (Figure 9) indicate that the greatest deviations occur in the C5′ 

fragment of both DNA chains and slightly smaller deviations at the C3′ end. The middle part 

of DNA is stable. For the protein, the most significant changes occur at the major grove 

binding loop (residues 20–45, 29–54 according to residue numbering in the PDB file).

The loadings of the normal modes for the protein, nucleic-acid and the complex are plotted 

in Figure S4 of the Supporting Information, while the principal components are visualized in 

Figure 10 and Figures S5 and S6 of the Supporting Information. The principal components 

indicate that the most important motions during protein-DNA association are (i) the motion 
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of DNA towards the protein (Figure 10A), (ii) protein domain closing (Figure 10B) and (iii) 

the motion that corresponds to the binding of parts of the protein to the major grove (Figure 

10C and D). These motions are well separated probably because DNA was separated from 

the protein in the starting structure.

CONCLUSIONS

In this work, we developed a coarse-grained model of protein-DNA systems, which 

combines UNRES and NARES-2P, as well as the recently determined coarse-grained 

potentials for protein – nucleic-acid interactions31. The model was integrated into the 

UNRES software package for coarse-grained molecular dynamics32. The enhanced software 

run on model protein-DNA systems passed the energy-conservation tests in microcanonical 

simulations and also produced correct temperature distribution in test Langevin simulations 

and correct mean temperature in the Berendsen-thermostat simulations.

As the first applications of the coarse-grained model of proteins and nucleic acid systems 

developed in this work, we simulated the initial stage of the repair of damaged DNA by 

investigating the dynamics of the complex of the Ku protein heterodimer with damaged 

DNA and DNA binding to the MarA protein. We found that the initial stage of the repairing 

of damaged DNA involves breaking the wrong base pairing because of interactions with the 

Ku heterodimer. Additionally, we found that the DNA bulge also undergoes major structure 

reorganization. We also found that, in the simulated binding of DNA to MarA, the motions 

corresponding to binding the protein to the DNA are well separated from DNA association 

motions.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
(A) UNRES model of polypeptide chains. The interaction sites are united peptide groups (p) 

represented by light-blue spheres, which are located halfway between the consecutive α-

carbon atoms (shown as small white spheres), and united side chains attached to the α-

carbon atoms (SC), represented by spheroids with different colors and dimensions. 

Backbone geometry of the simplified polypeptide chain is defined by the Cα · · · Cα · · · Cα 

virtual-bond angles θ (θi has the vertex at Cα) and the Cα · · · Cα · · · Cα · · · Cα virtual-

bond-dihedral angles γ (γi has the axis passing through Ci
α and Ci + 1

α ). The local geometry 

Sieradzan et al. Page 16

J Comput Chem. Author manuscript; available in PMC 2019 April 29.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



of the ith side-chain center is defined by the zenith angle αi (the angle between the bisector 

of the respective angle θi and the Ci
α⋯SCi vector) and the azimuthal angle βi (the angle of 

counter-clockwise rotation of the Ci
α⋯SCi vector about the bisector from the 

Ci − 1
α ⋯Ci

α⋯Ci + 1
α  plane, starting from Ci − 1

α ). For illustration, the bonds of the all-atom 

chains, except for those to the hydrogen atoms connected with the carbon atoms, are 

superposed on the coarse-grained picture. (B) NARES-2P model of polynucleotide chains. 

The interaction sites are united phosphate groups (P), represented by yellow circles, which 

are located halfway between the centers of the consecutive sugar rings (S; shown as small 

red spheres), and united sugar-base groups (B), represented by light-blue spheroids. The 

united sugar centers serve only to define chain-backbone geometry. The meaning of angles, 

θ, γ, α, and β is as in panel A.
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Figure 2. 
(A) Plot of the total energy changes as a function of time. Simulations were performed in 

micro-canonical mode for the MarA protein bound to DNA. (B) Temperature probability 

distribution plot (shown in logarithmic scale) for the Berendsen thermostat (red) and 

Langevin thermostat (blue) compared with theoretical distribution (green) given by the 

equation P T = AT
g − 2

2 exp − gT
2Tb

, where g is the number of the degrees of freedom, Tb is 

the thermal-bath temperature, and A is the normalization constant.
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Figure 3. 
Comparison of the crystal structure of the Ku heterodimer bound to DNA (A) with the 

representative structure of this system obtained after coarse-grained MD simulation (B). The 

Ku70 (chain A) and Ku80 (chain B) monomers are colored pale-green and red, respectively, 

DNA chains C and D are colored dark blue and light blue, respectively. The chains are 

labeled as in the 1JEY experimental structure of the Ku protein.
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Figure 4. 
Deviations of the positions of the Cα and C5′ atoms of the representative structure obtained 

in coarse-grained MD simulations of the DNA-Ku heterodimer from their positions in the 

experimental structure of the Ku protein (PDB code: 1JEY) as functions of residue index (A) 

and the respective deviations of the DNA bound to the Ku heterodimer (B). Red color: the 

Ku70 monomer (chain A) and DNA chain C, black color: the Ku80 monomer (chain B) and 

DNA chain D.
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Figure 5. 
Illustration of the first five principal components (panel A-E) obtained by doing the PCA of 

the snapshots of the Ku heterodimer bound to DNA collected from the coarsegrained MD 

simulations. The principal components are represented by arrows colored green (A), red (B), 

orange (C), blue (D), and purple (E), respectively. The structure displayed in a given panel 

has been obtained by adding the respective eigenvector coordinates to the site coordinates; 

the deviations from the average structure are marked by coloring the respective parts of the 

system from blue (low deviations) to deep red (high deviations). On the right side of each 
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panels, the the squares of Cα-atom the fluctuations corresponding to a given component are 

plotted.
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Figure 6. 
Illustration of the first two principal components (panels A-E) obtained by doing the PCA of 

the snapshots of the Ku heterodimer bound to DNA collected from the all-atom MD 

simulations. The principal components are represented by arrows colored green (A), red (B), 

orange (C), blue (D), and purple (E), respectively. The structure displayed in a given panel 

has been obtained by adding the respective eigenvector coordinates to the site coordinates; 

the deviations from the average structure are marked by coloring the respective parts of the 

system from blue (low deviations) to deep red (high deviations). On the right side of each 
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panels, the the squares of Cα-atom the fluctuations corresponding to a given component are 

plotted.
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Figure 7. 
Comparison of the crystal structure of multiple antibiotic resistance protein (MarA) bound to 

DNA (A, PDB code: 1BL0) with the representative structure obtained in the coarse-grained 

MD simulation (B). Each chain is colored in a rainbow style from blue (for the N-terminus 

and the C5′ end) to red (for the C-terminus and the C3′ end).
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Figure 8. 
Contact map for MarA DNA interaction (A) crystal structure, (B) last 10 structures from 

simulations which started from 5Å separation, (C) last 10 structures from simulations which 

started from 8Å separation
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Figure 9. 
Plot of the deviations of the Cα atoms and the C5′ atoms of the representative structure of 

the MarA-DNA system obtained in coarse-grained MD simulations from the experimental 

structure of MarA (PDB code: 1BL0) as a function of residue index (A) and of the DNA 

bound to MarA (DNA chain B: red, DNA chain C: black) (B).
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Figure 10. 
Illustration of the first four principal components (panels A-D) obtained by doing the PCA 

of the snapshots of the coarse-grained MD simulations of MarA binding to DNA. The 

principal components are represented by arrows colored green (A), red (B), orange (C), and 

blue (D), respectively. The structure displayed in a given panel has been obtained by adding 

the respective eigenvector coordinates to the site coordinates; the deviations from the 

average structure are marked by coloring the respective parts of the system from blue (low 

deviations) to deep red (high deviations).
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