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Comparing ant behaviour indices 
for fine-scale analyses
patrick Krapf  , Nadine Hochenegger, Wolfgang Arthofer, Birgit C. Schlick-Steiner & 
Florian M. steiner

Animal behaviour often is characterised by standardised assays. In social insects such as ants, behaviour 
assays are for example used to characterise aggressive and peaceful behaviour. Such assays differ in 
the number of individuals, the duration and place of assays, and the scoring scales. Also the behaviour 
indices used to summarise the results differ. Here, we compared five behaviour indices (Aggression 
Index, Mean Maximum Aggression Index; and the newly introduced Mean Maximum Peace Index, 
Mean Behaviour Index aggressive, and Mean Behaviour Index peaceful) using a scoring scale that 
comprises peaceful and aggressive behaviour. The indices were applied on eight simulations and three 
observed data sets. The five indices were correlated but frequently differed in their means. Multiple 
indices were needed to capture the complete behaviour range. Furthermore, subtle differences in 
workers’ behaviour, that is, differences that go beyond the presence/absence of aggression, were only 
identified when considering multiple indices. We infer that the indices applied are differently suited for 
different analyses. Fine-scale analyses of behavioural variation profit from using more than one index. 
The particular choice of index or indices likely influences the interpretation of behaviour and should be 
carefully done in the light of study species and research question.

Standardised behaviour assays are often used across various vertebrate and invertebrate taxa1–4, and especially 
aggression assays are widely used5–8. In social insects, for example ants, such behaviour assays are conducted to 
characterise aggressive and non-aggressive behaviour in analysing, among others, associations and symbioses9–11, 
behavioural syndromes12–14, competitive abilities15,16, colony boundaries17–19, and supercolonies20–22.

The aim and design of such behaviour assays differ notably among studies23. Standard behaviour assays – 
one-on-one encounters in a neutral arena – are performed in the field or in the laboratory24–27, with various 
numbers of individuals used23,28. Depending on the number of colonies and workers, the time required to collect 
workers and perform all encounters varies from a few days29,30 to several weeks or months31,32. Specific scoring 
scales are chosen to characterise the behaviour of workers. Such scoring scales frequently differ among assays, 
and, for example, range from 0 to 4 (ignoring, antennation, avoidance, biting antennae or legs, and fighting with 
both ants engaged21) or 0 to 5 (ignoring, antennation, avoidance, dorsal flexion, aggression, and fight; levels 0 to 
2 are referred to as nonaggressive and levels 3 to 5 as aggressive behaviour20). Such scoring scales are sufficient 
to detect aggressive behaviour and are used in studies that involve frequent and pronounced aggression such 
as when studying neighbouring supercolonies33. In such studies, aggressive behaviour is better depicted than 
non-aggressive behaviour, which often remains underrepresented34,35 or is not even included in the down-stream 
analysis36,37.

Nevertheless, also peaceful behaviour is observed in some studies, which therefore use scoring scales that 
comprise both aggressive and peaceful behaviour38–44. Determining the complete behaviour range is important 
to detect subtle differences and variation in the individual’s behaviour. This is especially true for ant species partly 
or exclusively non-aggressive in intraspecific encounters (e.g., Tetramorium alpestre45, Lasius austriacus46, and 20 
other ant species, references to be found in46). Measuring both aggressive and peaceful behaviour in such species 
may help to reveal and understand the eco-evolutionary development of ants. It could, for example, also help 
unravel how supercolonies developed, a hotly debated topic47.

Moreover, not only the aim, design, and scoring scales but also the behaviour indices used are diverse among 
studies23,25,48–50. Two indices are frequently analysed in behaviour assays, the Mean Maximum Aggression Index 
(MMAI) and the Aggression Index (AI). MMAI is frequently used in studies that essentially focus on the pres-
ence or absence of aggression21,35–37,51. The mean of the highest aggression values observed across the replicated 
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encounters represents the index value. AI is frequently used in studies that focus on the frequencies of behaviour, 
such as when analysing nestmate recognition34,52–54. The duration of each behaviour is multiplied with its behav-
iour score and divided by the total number of seconds with tactile interaction34. Importantly, the values of differ-
ent behaviour indices may be different when applied to the same data set. In such scenarios, a worker might get 
defined as aggressive using MMAI but as non-aggressive using AI as shown in Fig. 1 (for details of the analyses, 
see Video 1 and Evaluation File in the Supplementary Material). Obviously, such differences among behaviour 
indices make the results and their interpretation depend on the choice of the particular index23. However, how 
relevant such differences are in terms of their frequency and extent has remained unexplored.

The aim of this paper was to compare MMAI, AI, and three here newly introduced behaviour indices (Mean 
Maximum Peace Index, MMPI; Mean Behaviour Index aggressive, MBIagg; and Mean Behaviour Index peaceful, 
MBIpcf) in their impact on the results when applied to the same data sets in a fine-scale analysis. MMPI is the 
counterpart of MMAI revealing the maximum peaceful behaviour, that is, the lowest value observed. MBIagg and 
MBIpcf also reveal the maximum and minimum values, respectively, but both are calculated using time thresh-
olds to buffer against just episodically displayed aggressive and peaceful behaviour, respectively. The thresholds 
thus define how long these behaviours must last so that encounters are interpreted as aggressive or peaceful (for 
details, see Material and Methods). Our behaviour analysis was a fine-scale analysis, in that we aimed at captur-
ing all types of behaviour displayed. To this end, all shades of peaceful and aggressive behaviour were scored, 
with values from 5 to −4 and positive values representing aggression and negative values non-aggression45, and 
all behaviours were used to calculate the indices53–57. This approach of capturing the complete behaviour range 
differs from other approaches in which only aggressive behaviours were used for index calculations13,34,38,48,58. 
The behaviour indices were applied to three sets of observed data for the ant Tetramorium alpestre and, to cover 
a wider range of possible combinations of behaviours, to eight simulations, all based on one-on-one worker 
encounters. Specifically, we addressed three research questions: What are the advantages and disadvantages of the 
five behaviour indices? Is using one behaviour index sufficient to cover the complete behaviour range in fine-scale 
behaviour analyses, or should multiple indices be combined? If combining behaviour indices is preferable, which 
indices should be combined?

Results
Simulations and observed data sets. For both the simulations and the observed data sets, the time 
thresholds for MBIagg and MBIpcf were chosen in such a way that the contrast between aggressive and peaceful 
behaviour was maximised for each set of data, that is, those numbers of seconds were chosen that resulted in the 
highest numbers of aggressive (threshold for MBIagg) and peaceful (MBIpcf) internest encounters in a particular 
data set (for detailed values, see Table 1, for detailed analyses, see Materials and Methods and Supplementary 
Fig. S1). If not stated otherwise, mean values across all replicates and encounters of a particular set of data of 
behaviour indices were used throughout the analyses.

The eight simulations (Fig. 2) were done to explore how the behaviour indices performed when different parts 
of the behavioural scale (P, peaceful behaviours = −4 to −1; I, ignoring = 0; A, aggressive behaviours = 1 to 4; 
K, killing = 5; Table 2) were allowed to occur, in various combinations. This was done to become independent 
of the biology of the particular ant species, Tetramorium alpestre, used in the sets of observed data. The first two 
simulations represented intranest encounters (Fig. 2 Simulations P, P + I) and the remaining simulations repre-
sented various combinations of internest encounters (Fig. 2, Table 2). Overall, the values of the simulations and 
of the observed data sets displayed similar trends for the behaviour indices relative to each other (Figs 2, 3), and 
the observed data sets were representative examples of the behavioural variation possible in one-on-one worker 
encounters.

Figure 1. Behaviour values scored and behaviour index values calculated of an internest one-on-one encounter 
between Tetramorium alpestre workers of Data Set 2. For each worker, behaviour values are shown for each 
second; positive values represent aggressive behaviour, negative values peaceful behaviour (see Table 5 for 
details on the behaviour scale used). For the five behaviour indices Mean Maximum Aggression Index (MMAI), 
Mean Behaviour Index aggressive (MBIagg), Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), 
and Mean Maximum Peace Index (MMPI), values of both workers were averaged. A video and an evaluation file 
of this encounter are available in the Supplementary Material (Video 1, Evaluation File 1).
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Looking at the individual encounters generated, throughout all simulations, some of the encounters were very 
similar in their values across indices, while other encounters were very different (Fig. 2). In more detail, in all 
simulations, MMAI and MMPI had always the highest and lowest values, respectively, among all indices (Fig. 2, 
see Table 3 for linear models and correlations, Table 4 for pairwise Mann-Whitney-U tests). MBIagg and MBIpcf 
values were often higher and lower than AI values, and AI values were frequently in between MBIagg and MBIpcf 
values. The highest values were detected in the simulation with aggression and killing (Fig. 2 Simulation A + K), 
while the lowest values were observed in the simulation with only peaceful behaviours (Fig. 2 Simulation P). The 
highest contrast between values was observed in the simulation with all behaviours allowed except killing (Fig. 2, 
Simulation P + I + A). In simulations with killing allowed or with only aggressive or only peaceful behaviour, the 
values of the various indices were often more similar (Fig. 2 Simulations P, P + I + A + K, I + A + K, A, A + K). 
Linear mixed models revealed that the values of the various behaviour indices were often positively correlated 
(Table 3), but the mean values were significantly different from each other as revealed by Mann-Whitney-U tests 
(Table 4).

In the three observed data sets, MMAI and MMPI values were also the highest and lowest, respectively, both 
in intranest and internest encounters (Fig. 3, Tables 3, 4). Depending on the data set, MBIagg and MBIpcf values 
were sometimes higher and lower than AI, respectively (Fig. 3); sometimes, however, the values of all three indi-
ces were similar (Fig. 3). The most aggressive and peaceful behaviour were identified in internest encounters of 
Data Sets 2 and 3, respectively (Fig. 3b′,c′). Almost no aggressive behaviour was detected in intranest encounters, 
and only MMAI and MBIagg captured it (Fig. 3 a–c). Linear mixed models revealed that the behaviour index val-
ues of internest encounters were very often correlated and those of intranest encounters less frequently (Table 3). 
For both intranest and internest encounters, the mean index values were often significantly different (Table 4).

Like in the simulations, also in the observed data sets, the values of the various behaviour indices were some-
times different and sometimes similar across encounters (Fig. 3): On the one hand, the values of MMAI and 
MMPI frequently contrasted (e.g., Fig. 3b′, encounter 13). On the other hand, almost identical behaviour index 
values were observed, when, for example, all indices identified aggression (e.g., Fig. 3a′, encounter 1).

Overall, in all simulations with only peaceful behaviours or only aggressive behaviours including killing, the 
behaviour index values were often similar (e.g., Fig. 2 Simulations P, P + I, I + A + K, A + K). In some simulations, 
AI and MBIs revealed almost identical results and MMAI and MMPI were more different (Fig. 2 Simulations 
I + A, A). In contrast, in simulations with many behaviours allowed and in observed data sets, the behaviour indi-
ces differed more often than they were similar, and, although being correlated, some values were clearly separated 
(e.g., Fig. 2 Simulations P + I + A, P + I + A + K, Fig. 3a′, encounter 27).

Discussion
Ant behaviour assays are diverse in their aim and study design23. Moreover, behaviour indices differ notably 
among studies, and a systematic comparison of behaviour indices has, to our knowledge, only been conducted 
by Roulston et al.23. In their seminal study, Roulston et al. used Linepithema humile and compared four types of 
aggression assays and three behaviour indices with a scoring scale ranging from 0 to 5. They revealed that within 
assays, behaviour indices yielded highly similar results but that assays differed greatly in their consistency among 
replicates. Roulston et al. used ants that displayed a very clear dichotomy in their behaviour when confronted 
with ants from another nest – either clear-cut non-aggression or clear-cut aggression. In this study, we used ants 
with a greater variability in their behaviour, and we therefore were interested in a more fine-scale analysis focus-
ing on more subtle variation in the behaviour classification. We used five behaviour indices (MMAI, MMPI, AI, 
MBIagg, and MBIpcf) to analyse eight simulations and three observed data sets, finely resolving both aggressive and 
peaceful behaviour in our scoring. Overall, the index values were often significantly correlated, but their means 
were clearly separated from each other. This indicates that the variation in the behaviour depends on the index 

Data set

Highest number of internest 
encounters to choose the MBIs

Time threshold [n] used 
to calculate MBIs

MBIagg MBIpcf MBIagg MBIpcf

Data Set 1 50 18 34 3

Data Set 2 26 4 26 2

Data Set 3 13 55 47 1

Simulation P 0 10,000 169 2

Simulation P + I 0 10,000 169 2

Simulation P + I + A 4817 4782 37 68

Simulation P + I + A + K 9958 218 168 84

Simulation I + A + K 10,000 10,000 1 170

Simulation I + A 10,000 10,000 1 170

Simulation A 10,000 10,000 1 170

Simulation A + K 10,000 10,000 1 170

Table 1. Data distribution of intranest and internest encounters and highest number of aggressive and 
peaceful encounters and respective time thresholds used for the simulations and data sets. Note: For the eight 
simulations, only one distribution was calculated as no differentiation between intranest and internest was 
possible. n = observation time in seconds.
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chosen and that different indices differently depict behavioural variation, which in turn influences the interpre-
tation of behaviours.

All five behaviour indices revealed both advantages and disadvantages. The advantages of AI are that it is 
calculated easily and that it is an averaged value. By calculating the mean, AI shields from extreme, possibly 
non-representative values. This, however, can also be a disadvantage: When aggressive and peaceful interactions 
are observed equally often, they cancel each other out leading to little informative values (e.g., AI remains at or 
close to 0). The two behaviours do occur similarly often in the same encounter occasionally, and the influence on 
the results should be kept in mind; with the observed data presented here, in 2–5% of all pairings, the accumu-
lated numbers of seconds of aggressive and of peaceful interactions differed by less than 10 seconds (DS1 4%, 39 
of 1088 encounters; DS2 2%, 4 of 205 encounters; DS3 5%, 25 of 528 encounters). The advantages of MMAI and 
MMPI are that they likewise are calculated easily (even more easily than AI, in fact) and that they identify the 
most extreme aggressive and peaceful behaviours, respectively. They thus can reveal behaviours that are some-
times not identified by calculating AI. Obviously, representing extremes is also their disadvantage: They are prone 
to inflation by episodic brief interactions (Figs. 2, 3). The advantage of MBIagg and MBIpcf is that they identify 
extreme aggressive and peaceful behaviour values, respectively, similarly to MMAI and MMPI, but MBIagg and 
MBIpcf are based on two time thresholds, which prevent using the aforementioned extreme values observed only 
episodically. The thresholds define how long a behaviour must last for encounters to be interpreted as aggressive 
or peaceful. The particular threshold used can be chosen to adjust it to the specific needs of a research question 
and study organism (here, we used it in such a way, that the contrast was maximised; see results, first paragraph). 
Another advantage is that in calculating MBI, aggressive and peaceful behaviour cannot cancel each other out. 
One disadvantage is the more demanding analysis compared with AI, MMAI, and MMPI (see Index calculator in 
the Supplementary Material). An additional property to be noted is that MBIagg and MBIpcf reveal similar results 
when just aggressive or just peaceful behaviours occur, that is, one of them becomes redundant.

For data sets with no or almost no behavioural variation within (and across) encounters, using few indices 
or even just a single index in the down-stream analysis seems sufficient, although applying all behaviour indices 
together may be helpful to ascertain that indeed no behavioural variation applies. Such data sets may result from 
using coarse behaviour assays (e.g., assessment of behaviour just every 10 seconds) or from assaying encounter 
types such as high aggression throughout (e.g., displayed by workers from neighbouring supercolonies33). In 
Fig. 4, we have identified four such encounter types (types ❶, ❷, ❿, ч).

In all other instances (exemplified by types ❸ to ❾ in Fig. 4), we argue, no single index suffices and, rather, 
multiple indices combined may be needed to capture the complete behavioural complexity. This is rewarding 
as detailed behavioural information is gained. Such information obtained from fine-scale behaviour analysis 
can then in the down-stream analysis be linked to specific explanatory parameters (e.g., cuticular hydrocar-
bons, genetic relatedness, brood retrieval, brood care, etc.), which can be a relevant basis to understand the 
eco-evolutionary development of ants. Further, from the similarity and dissimilarity across the indices combined, 
information on the constancy and variation of behaviour throughout an encounter can be extracted, respectively. 
To demonstrate in more detail how combining indices opens up information that stays undetected when using 
just a single index, one encounter type is discussed here.

Encounter type ❽ represents brief aggressive behaviour with prolonged peaceful interactions (Fig. 3b′, 
observed Data Set 2, encounter 21): From the strong difference of the values of the different indices, strong varia-
tion of behaviour can be deduced. MMAI returns aggressive, MBIagg neutral, and the other indices return peace-
ful values. This indicates that both aggressive and peaceful behaviours occur but peaceful behaviour is more 
pronounced. Without MMAI, aggressive behaviour would not have been detected, while using only MMAI, the 
encounter would have been classified as aggressive. MBIagg in combination with MMAI makes accessible that 
the highest-level behaviour (2, open mandibles) lasted shorter than the time threshold used and that no other 
aggressive behaviour lasted longer than it, facilitating to decide whether the brief aggression is non-representative 
(because, e.g., due to an experimental artefact) or particularly interesting given the long peaceful interactions. 
MBIpcf and MMPI together offer the insight that the lowest-level behaviour (−3, allogrooming) was displayed 
shorter than the time threshold and that, among peaceful behaviours, −2 (antennation) was the lowest level that 
lasted longer than it. This was also corroborated by both AI and MBIpcf as their values were similar. Furthermore, 

Abbreviated 
simulations Behaviours simulated Scoring scales allowed Simulations represent

Simulation P Peaceful behaviours only −4, −3, −2, −1 Encounters within the nest

Simulation P + I Peaceful behaviours with ignoring −4, −3, −2, −1, 0 Encounters within the nest

Simulation P + I + A Peaceful and aggressive behaviours with ignoring −4, −3, −2, −1, 0, 1, 2, 3, 4 Encounters between nests

Simulation 
P + I + A + K

Peaceful and aggressive behaviours with ignoring and 
with killing −4, −3, −2, −1, 0, 1, 2, 3, 4, 5 Encounters between nests

Simulation I + A Aggressive behaviours with ignoring 0, 1, 2, 3, 4 Encounters between nests

Simulation I + A + K Aggressive behaviours with ignoring and with killing 0, 1, 2, 3, 4, 5 Encounters between nests

Simulation A Aggressive behaviours only 1, 2, 3, 4 Encounters between nests

Simulation A + K Aggressive behaviours with killing 1, 2, 3, 4, 5 Encounters between nests

Table 2. Description of the simulations chosen. Note: P represents peaceful behaviours, I represents ignoring, 
A represents aggressive behaviours, and K represents killing. Detailed information on the scoring scales used 
can be found in Table 5.
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encounter type ❽ suggests that for T. alpestre, four indices (all except AI) should be used to capture the complete 
behaviour range. While this might be true for this specific encounter type in T. alpestre, combining other indices 
for fine-scale analyses might be more appropriate when using different ant species or research questions.

Besides the choice of behaviour indices, this adaptability applies also to other parameters such as the scoring 
scale and the inclusion or exclusion of scored behaviours in the index calculation. The latter may in particular 
be relevant concerning antennation. If antennation is interpreted as proxy for both nestmate recognition and 
peaceful information exchange between workers that have recognised each other (e.g., information on foraging 
locations, orientation cues, or trail conditions59–62), it may be included in the index calculation (e.g.,53–57), as also 
done in this study. In contrast, if antennation is mainly or exclusively seen as proxy for nestmate recognition, 
that is, not as peaceful behaviour, it may be excluded (e.g.,13,34,38,48,58). Ideally, the decision whether to include or 
exclude antennation in the index calculation should be based on established knowledge of the various functions 
of antennation – a framework we are currently lacking for ants as far as we know.

Figure 2. Values of the five behaviour indices Mean Maximum Aggression Index (MMAI), Mean Behaviour 
Index aggressive (MBIagg), Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), and Mean 
Maximum Peaceful Index (MMPI) are shown for all simulations. The encounters are sorted by their MMAI 
values. All 10,000 encounters are displayed to reveal the complete data variability, and thus index values are 
partly overlaid by each other.
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Behaviour 
indices

Data Set 1 intranest Data Set 1 internest

MMAI MBIagg AI MBIpcf MMAI MBIagg AI MBIpcf

MBIagg
rho = 0.23, 
p = 0.106

rho = 0.93, 
p = 0.016*

AI rho = 0.30, 
p = 0.082

rho = −0.21, 
p = 0.733

rho = 0.95, 
p = 0.004*

rho = 0.96, 
p = <0.001*

MBIpcf
rho = 0.55, 
p = 0.075

rho = 0.09, 
p = 0.154

rho = 0.50, 
p = 0.001*

rho = 0.94, 
p = 0.006*

rho = 0.95, 
p = 0.001*

rho = 0.97, 
p = < 0.001*

MMPI rho = −0.07, 
p = 0.490

rho = −0.16, 
p = 0.376

rho = 0.30, 
p = 0.268

rho = 0.31, 
p = 0.244

rho = 0.86, 
p = 0.061

rho = 0.90, 
p = 0.005*

rho = 0.92, 
p = 0.016*

rho = 0.95, 
p = 0.005*

Data Set 2 intranest Data Set 2 internest

MBIagg rho = 0, p = 0.901 rho = 0.89, 
p = 0.029*

AI rho = 0.36, 
p = 0.430

rho = 0.44, 
p = 0.437

rho = 0.87, 
p = 0.008*

rho = 0.94, 
p = <0.001*

MBIpcf
rho = 0.42, 
p = 0.325

rho = 0.54, 
p = 0.360

rho = 0.93, 
p = 0.007*

rho = 0.88, 
p = 0.005*

rho = 0.89, 
p = 0.010*

rho = 0.88, 
p = 0.018* *

MMPI rho = 0.25, 
p = 0.793

rho = 0.75, 
p = 0.115

rho = 0.88, 
p = 0.026

rho = 0.95, 
p = 0.009*

rho = 0.78, 
p = 0.078

rho = 0.86, 
p = 0.031*

rho = 0.90, 
p = 0.022*

rho = 0.83, 
p = 0.006*

Data Set 3 internest Data Set 3 internest

MBIagg
rho = 0.32, 
p = 0.394

rho = 0.48, 
p = 0.002*

AI rho = 0.50, 
p = 0.028

rho = 0.02, 
p = 0.496

rho = 0.70, 
p = <0.001*

rho = 0.34, 
p = 0.019*

MBIpcf
rho = 0.51, 
p = 0.006*

rho = 0.64, 
p = 0.055

rho = 0.57, 
p = 0.008*

rho = 0.78, 
p = 0.001*

rho = 0.49, 
p = 0.012*

rho = 0.83, 
p = <0.001

MMPI rho = 0.11, 
p = 0.793

rho = 0.52, 
p = 0.089

rho = 0.59, 
p = 0.036

rho = 0.82, 
p = 0.037

rho = 0.02, 
p = 0.37

rho = 0.12, 
p = 0.204

rho = 0.24, 
p = 0.008*

rho = 0.34, 
p = 0.078

Simulation P Simulation P + I

MBIagg
rho = −0.16, 
p = <0.0020

rho = 0.77, 
p = <0.001*

AI rho = 0.22, 
p = 0.001*

rho = 0.19, 
p = <0.001*

rho = 0.17, 
p = <0.001*

rho = 0.01, 
p = 0.21

MBIpcf
rho = −0.16, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = 0.19, 
p = <0.001*

rho = 0.65, 
p = <0.001*

rho = 0.56, 
p = <0.001*

rho = 0.10, 
p = <0.001*

MMPI rho = −0.16, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = 0.21, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = −0.08, 
p = <0.001*

rho = −0.02, 
p = 0.359

rho = 0.24, 
p = <0.001*

rho = 0.31, 
p = <0.001*

Simulation P + I + A Simulation P + I + A + K

MBIagg
rho = 0.42, 
p = <0.001*

rho = 0.86, 
p = <0.001*

AI rho = 0.30, 
p = <0.001*

rho = 0.65, 
p = <0.001*

rho = 0.83, 
p = <0.001*

rho = 0.94, 
p = <0.001*

MBIpcf
rho = −0.01., 
p = 0.005*

rho = 0.51, 
p = 0.103

rho = 0.66, 
p = <0.001*

rho = 0.80, 
p = <0.001*

rho = 0.91, 
p = <0.001*

rho = 0.95, 
p = <0.001*

MMPI rho = −0.05, 
p = <0.001*

rho = −0.04, 
p = <0.001*

rho = 0.31, 
p = <0.001*

rho = 0.39, 
p = <0.001*

rho = 0.25, 
p = <0.001*

rho = 0.28, 
p = <0.001*

rho = 0.31, 
p = <0.001*

rho = 0.33, 
p = <0.001*

Simulation I + A Simulation I + A + K

MBIagg
rho = 0.56, 
p = <0.001*

rho = 0.90, 
p = <0.001*

AI rho = 0.28, 
p = <0.001*

rho = 0.28, 
p = <0.001*

rho = 0.91, 
p = <0.001*

rho = 84, 
p = <0.001*

MBIpcf
rho = 0.58, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = 0.28, 
p = <0.001*

rho = 0.86, 
p = <0.001*

rho = 0.86, 
p = <0.001*

rho = 0.92, 
p = <0.001*

MMPI rho = −0.25, 
p = <0.001*

rho = 0.58, 
p = <0.001*

rho = 0.04, 
p = <0.001*

rho = 0.58, 
p = <0.001*

rho = 0.35, 
p = <0.001*

rho = 0.39, 
p = <0.001*

rho = 0.37, 
p = <0.001*

rho = 0.39, 
p = <0.001*

Simulation A Simulation A + K

MBIagg
rho = 0.63, 
p = <0.001*

rho = 0.53, 
p = <0.001*

AI rho = 0.18, 
p = <0.001*

rho = 0.30, 
p = <0.001*

rho = 0.91, 
p = <0.001*

rho = 0.96, 
p = <0.001*

MBIpcf
rho = 0.63, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = 0.30, 
p = <0.001*

rho = 0.95, 
p = <0.001*

rho = 0.99, 
p = <0.001*

rho = 0.96, 
p = <0.001*

MMPI rho = −0.16, 
p = <0.001*

rho = 0.62, 
p = <0.001*

rho = 0.20, 
p = <0.001*

rho = 0.62, 
p = <0.001*

rho = 0.34, 
p = <0.001*

rho = 0.39, 
p = <0.001*

rho = 0.37, 
p = <0.001*

rho = 0.39, 
p = <0.001

Table 3. Pairwise linear (mixed) models and respective p-values of all behaviour indices for all data sets. Note: Rho 
values represent Spearman rank correlation values. P-values result from linear models for intranest encounters, 
and from linear mixed models for internest encounters and simulations. P-values were obtained using the package 
“lmerTest”67. Values with an asterisk (*) are significant after Bonferroni-Holm correction for multiple testing.
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In summary, applying multiple behaviour indices to a data set can help uncover behavioural complexity. This 
can be especially useful when focusing on shades of peaceful behaviour or transitions between peaceful and 
aggressive behaviour, subtle differences in worker behaviour, or behavioural variation38–42. The indices newly 
introduced in this study have been specifically adapted to detect all behavioural shades observed in one-on-one 
encounters using an ant species that is partly non-aggressive in intraspecific encounters (see46 for other such 
ant species). Our study elaborates on Roulston et al.’s23 insight that different behaviour indices return different 
aspects of the behaviour displayed – it is therefore paramount to choose the particular behaviour index or indices 
as needed for the particular research question and study organism. This applies not only to ant behaviour indices 
but likely also to behaviour indices across many other taxa5–8.
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Data Set 2      intranest

Data Set 3      intranest

Data Set 3      internest

Data Set 2      internest

Data Set 1      internest

Figure 3. Values of the five behaviour indices Mean Maximum Aggression Index (MMAI), Mean Behaviour 
Index aggressive (MBIagg), Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), and Mean 
Maximum Peaceful Index (MMPI) are shown for all observed data sets. The encounters are sorted by their 
MMAI values. Circled numbers denote examples of specific encounter types (see Fig. 4).
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Materials and Methods
observed data. In generating all three sets of observed data, Tetramorium alpestre Steiner et al.63 was used. 
Data Set 1 is a time series, Data Sets 2 and 3 each captured a single point in time. Data Set 1 was recorded between 
June and November 2016. Approximately 400 workers of T. alpestre were collected from two colonies at Kuehtai 
(K1, K2, North Tyrol, Austria; internest distance 47 m) and Penser Joch (P1, P2, South Tyrol, Italy; internest 
distance 50 m; Table S1). Intranest and internest encounters were performed on the following days after col-
lection (for details, see below): 0, 1, 2, 3, 6, 9, 12, 19, 26, 33, 47, 61, 75, 103, 133, and 159. Intranest encounters 
were performed for all colonies, while internest encounters comprised the combinations K1K2, P1P2, K1P1, and 
K2P2. The numbers of intranest and internest encounters performed were the same (n = 4 encounters per each 
time point after collection, adding up to 64 intranest and 64 internest encounters). The high number of intranest 

Behaviour 
indices

Data Set 1 intranest Data Set 1 internest

MMAI MBIagg AI MBIpcf MMPI MMAI MBIagg AI MBIpcf MMPI

MMAI 0.28 2.35

MBIagg <0.001* −0.23 0.001* 1.56

AI <0.001* <0.001* −1.84 <0.001* 0.103 1.00

MBIpcf <0.001* <0.001* 0.059 −1.80 <0.001* 0.175 0.766 1.07

MMPI <0.001* <0.001* <0.001* <0.001* −1.99 <0.001* <0.001* <0.001* <0.001* −0.18

Data Set 2 intranest Data Set 2 internest

MMAI 0.20 3.41

MBIagg 0.005* −1.38 0.245 2.83

AI 0.005* 0.005* −2.01 <0.001* 0.072 2.32

MBIpcf 0.005* 0.005* 0.468 2.18 0.006* 0.152 0.972 2.29

MMPI 0.005* 0.005* 0.254 0.803 −2.28 <0.001* <0.001* <0.001* <0.001* 0.26

Data Set 3 intranest Data Set 3 internest

MMAI 0.05 0.49

MBIagg 0.005* −0.34 <0.001* −0.72

AI <0.001* <0.001* −1.51 <0.001* <0.001* 1.23

MBIpcf <0.001* <0.001* 0.035 −1.88 <0.001* <0.001* <0.001* −1.58

MMPI <0.001* <0.001* <0.001* 0.683 −2.10 <0.001* <0.001* <0.001* <0.001* −1.93

Simulation P Simulation P + I

MMAI −1.08 −0.14

MBIagg <0.001* −3.92 <0.001* −3.86

AI <0.001* <0.001* −2.50 <0.001* <0.001* −2.50

MBIpcf <0.001* 1.00 <0.001* −3.92 <0.001* 1.00 <0.001* −3.86

MMPI <0.001* 1.00 <0.001* 1 −3.92 <0.001* 1.00 <0.001* 1.00 −3.86

Simulation P + I + A Simulation P + I + A + K

MMAI 3.35 4.32

MBIagg <0.001* 1.12 <0.001* 3.56

AI <0.001* <0.001* 0.01 <0.001* <0.001* 3.2

MBIpcf <0.001* <0.001* <0.001* −1.24 <0.001* <0.001* <0.001* 2.91

MMPI <0.001* <0.001* <0.001* <0.001* −3.35 <0.001* <0.001* <0.001* <0.001* 1.78

Simulation I + A Simulation I + A + K

MMAI 3.81 4.47

MBIagg <0.001* 2.00 <0.001* 4.02

AI <0.001* <0.001* 2.49 <0.001* <0.001* 4.17

MBIpcf <0.001* <0.001* <0.001* 2.00 <0.001* 1.00 1.00 4.01

MMPI <0.001* <0.001* <0.001* <0.001* 0.19 <0.001* <0.001* <0.001 <0.001 1.64

Simulation A Simulation A + K

MMAI 3.92 4.61

MBIagg <0.001* 2.50 <0.001* 4.34

AI <0.001* 1.00 2.50 <0.001* 1.00 4.34

MBIpcf <0.001* 1.00 1.00 2.50 <0.001* 1.00 1.00 4.34

MMPI <0.001* <0.001* <0.001* <0.001* 1.08 <0.001* <0.001* <0.001* <0.001* 2.42

Table 4. Pairwise comparison of behavioural mean values and p-values of all behaviour indices for all 
data sets. Note: Bold values represent the mean values, the remaining values represent the p-values for the 
pairwise comparisons of the mean values (Mann-Whitney-U). Values with an asterisk (*) are significant after 
Bonferroni-Holm correction for multiple testing.
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encounters was performed to check whether the behaviour within the nest changed due to prolonged laboratory 
maintenance without a queen.

The experiments for Data Set 2 were conducted in September 2017. Approximately 200 workers were collected 
from four colonies in Kuehtai (North Tyrol, Austria; the first two nests were 25 m apart, the latter two 18 m) and 
from two colonies on Penser Joch (South Tyrol, Italy; nests were 47 m apart; Table S1). Intranest encounters 
were performed for all colonies (n = 6 encounters), while internest encounters were performed between colonies 
within/across populations (n = 22 encounters).

Data Set 3 is a published behaviour test45 conducted in June 2011. Approximately 400 workers each were col-
lected from 11 nests in Kuehtai (North Tyrol, Austria; nest distances ranged from 9 m to 9 km; Table S1). Intranest 
and internest encounters were conducted for all colonies (n = 11 encounters) and colony pairings (n = 55 encoun-
ters), respectively45. Further information regarding all sample locations is found in the Supplementary Material 
(Table S1).

Conducting one-on-one encounters and evaluation of observed behaviour. Tetramorium alpes-
tre workers were collected, transported to the laboratory at the University of Innsbruck, and kept there at room 
temperature in polypropylene boxes (13 × 13 cm) awaiting behaviour assays. Workers were provided with water 
and food (Data Sets 1 and 2: sugar water and frozen Drosophila flies; Data Set 3: honey) ad libitum. For intranest 
and internest one-on-one encounter encounters, workers from the same nest and from different nests were used, 
respectively. For each encounter, naïve workers were randomly selected. In five encounters, too few naïve workers 
were available, and workers already used in intranest encounters were used for internest encounters. If workers 
from intranest encounters were re-used, they could acclimatise for at least 5 minutes in their native nest before 
being used with a non-nestmate.

Observed behaviours
Scoring scale used 
in Data Sets 1 and 2

Names of behaviour 
used in scoring Data 
Sets 1 and 2

Original scoring 
scale used in Data 
Set 3 in Krapf et al.45

Names of behaviour 
used in scoring Data 
Set 3

Adapted scoring 
scale for Data Set 3 
used in this study

Killing results from lower-level behaviour. Killing 
reveals information on maximum determination and the 
superiority of one of the opponents, which both are relevant 
when assaying the behaviour two particular opponents 
engage in. Killing is absolute, in that after killing, the 
behaviour observation stops.

5 Killing

Fighting with gaster flexion is biting and trying to sting 
(e.g., Myrmicinae) or spraying with, e.g., acid (Formicinae) 
the other worker.

4 Fighting with gaster 
flexion 7 Fighting 4

Fighting is biting without gaster flexion. 3 Fighting without 
gaster flexion 6 Biting 3

Mandible threatening is opening the mandibles to display 
potential aggressiveness but without biting the other 
worker.

2 Mandible threatening 5 Mandible threatening 2

Avoiding is fleeing from the other worker, usually by 
walking backwards. 1 Avoiding 4 Avoiding 1

Ignoring is the lack of an interaction of workers; workers 
can thus be both sitting, in a distance of more than 1 mm 
from each other, or one or both workers can be moving.

0 Ignoring 0 Ignoring 0

Being next to each other is sitting of both workers in close 
proximity (1 mm at the maximum) to each other, following 
contact.

−1
Being next to each 
other without 
touching

1
Being next to each 
other without 
touching

−1

Antennation is the touching of the other worker with the 
antennae. During antennation, workers assess whether 
the other worker belongs to the same colony (nestmate) 
or not (non-nestmate). Furthermore, during a prolonged 
antennation time, information on food sources, foraging 
locations, orientation cues, and trail conditions, among 
others, might be exchanged between workers59–62, that 
is, antennation is meaningful also in context other than 
nestmate recognition. Assessing antennation is important 
for ant species where no information on nestmate 
recognition has been available and for ant species which are 
non-aggressive in intraspecific aggression assays but which 
can discriminate between nestmates and non-nestmates.

−2 Antennation 2 Antennation −2

Allogrooming is the cleaning of another worker. −3 Allogrooming 3 Allogrooming and 
trophallaxis −3

Trophallaxis is the exchange of food or fluids between 
workers during which also chemical cues, growth proteins, 
and hormones are transferred69.

−4 Trophallaxis

Table 5. Scoring scales of observed behaviours with detailed description for Data Sets 1–3. Note: The scoring 
scales used in this study are based on a pilot study using worker encounters of multiple ant species (Myrmicinae, 
Formicinae). Various encounters were performed, and the behaviours of the workers were filmed, analysed, and 
categorised. See Supplementary material for a detailed description of the behaviours used and for frequency 
boxplots of Data Sets 1–3 (Figs. S2–S7). The scoring scale of Data Set 3 was adapted to fit the scoring scales of 
Data Sets 1 and 2.
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For each one-on-one encounter, two workers were transferred to a small glass vial (1.4 cm diameter). Due to 
the arena size, workers were forced to interact with each other. Encounters were filmed for at least 180 seconds 
using a high-definition camera (Handycam HDR-XR 155 or HDR-PJ810E, Sony, Tokyo, Japan, or Camcorder 
HC-V777, Panasonic, Osaka, Japan). The first ten seconds of each encounter after the second worker had been 
introduced were regarded as acclimatisation time and were excluded from further down-stream analysis. The 
scored encounter time lasted 170 s. The observer was not blind about the origin of the workers for data sets Data 
Sets 1 and 3 but was blind about it for Data Set 2. The scoring scale for Data Sets 1 and 2 was identical but was 
different for Data Set 3 in the original work45. To facilitate direct comparison of all three observed data sets, the 
values of Data Set 3 were here translated to the scoring scale of Data Sets 1 and 2 (see Table 5). Brief explanations 
for each observed behaviour and behaviour frequency boxplots (Figs. S4–S7) for Data Sets 1–3 can be found in 
Table 5 and in the Supplementary Material, respectively.

Using the videos, the behaviour of each worker was scored individually for each second, and all behaviour 
indices were calculated afterward for each worker in each encounter. In Data Sets 1 and 3, encounters were 
replicated four times and in Data Set 2, five times. The values of the behaviour indices of all workers were aver-
aged over the replicates (henceforth encounters) to obtain mean values. For details on the index calculations, 
see “Behaviour index calculations” below. In all data sets, values below zero were peaceful and values above 
aggressive.

Data simulation and evaluation. To analyse similarities and dissimilarities among the behaviour indices, 
eight simulations were created to meet all possible conditions in one-on-one encounters. The simulations were 
generated using a custom Python script (Python Software Foundation. Python Language Reference, version 2.7. 
available at http://www.python.org; the Python script is available in the Supplementary Material). In all simula-
tions, the same scoring scale was applied. All eight simulations consisted of 10,000 averaged encounters, and one 
averaged encounter comprised five encounters, each lasting 170 seconds. The average calculated over these five 
encounters represented the mean behaviour of a colony. The first two simulations represented intranest encoun-
ters with peaceful behaviour, and the other six simulations represented internest encounters with different sce-
narios of only aggressive behaviour or mixed behaviour (see Tables 2 and 5 for details). Since in the Simulation 
P + I + A + K + all behaviours were present, it is used here to describe the simulation process: First, one behav-
iour was randomly selected without replacement from the pool of all ten behaviours possible. Then, a duration 
between one and 170 seconds was randomly chosen and assigned to the behaviour, and the remaining seconds 
of the encounter were calculated. These two steps were repeated until one of the following stop criteria applied: 
(i) All 170 seconds were assigned to behaviours and the remaining behaviours were assigned zero seconds; (ii) 
only one behaviour was left, to which the remaining seconds were assigned; or (iii) the behaviour “killing” was 

❶ ❷ ❸ ❹ ❺ ❻ ❼ ❽ ❾ ❿ ⓫

Figure 4. Eleven encounter types seen in simulations and observed data sets (Figs. 3 and 4) characterised by the 
five behaviour indices Mean Maximum Aggression Index (MMAI), Mean Behaviour Index aggressive (MBIagg), 
Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), and Mean Maximum Peaceful Index (MMPI). 
This non-exhaustive collection of encounter types showcases that for characterising some encounter types (❶, 
❷, ❿, ч; from simulations, not in observed data in this study), any index can be used but that for all others, 
the combination of multiple indices helps capturing behavioural complexity. Encounter type ❶ represents 
instant killing; ❷ killing after brief peaceful interactions; ❸ prolonged aggression; ❹ prolonged aggression 
alongside brief peaceful interactions; ❺ prolonged aggressive behaviour with brief peaceful behaviour; ❻ 
brief aggressive behaviour, brief peaceful behaviour, and prolonged neutral behaviour; ❼ brief aggression and 
prolonged peaceful behaviour; ❽ brief aggression with prolonged peaceful interactions; ❾ peaceful behaviour 
alongside ignoring; ❿ continuous trophallaxis alongside brief antennation; ч trophallaxis throughout.
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drawn and immediately assigned the remaining seconds. Thus, every single encounter simulated, for each of the 
10 behaviours, all possible duration values could potentially be obtained. The same procedure as described above 
was applied to the remaining simulations, but zero seconds were assigned to all the behaviours not included in 
the simulation.

Behaviour index calculations. In the downstream analysis, the following five indices were used. (1) The 
Mean Maximum Aggression Index, MMAI, was the highest aggressive score of each encounter averaged across 
replicate encounters of each colony pair20,21,35. (2) The here newly introduced Mean Maximum Peace Index, 
MMPI, is the counterpart to the MMAI. It was based on the highest peaceful score of each encounter, that is, the 
lowest value observed, and it was calculated in analogy to MMAI. (3) The Aggression Index, AI34, was calculated 
as follows: = Σ ×=AI AI t

T
i
n

i i1  (1), where AIi and ti were the aggression index and duration of the ith behaviour, and 
T was the sum of the durations of all interactions with physical contact.

Here, the (4) Mean Behaviour Index aggressive (MBIagg) and (5) the Mean Behaviour Index peaceful (MBIpcf) 
are introduced. The Mean Behaviour Index (MBI) is a novel index that combines the sensitivity of MMAI and 
MMPI for brief behavioural episodes and the mitigating effects of AI. For its calculation, additionally to the 
second-per-second scored behaviour, a time threshold t is used. This time threshold can be any value between 
zero and the duration of the encounter in seconds (in this study, 170 s). The determination of the MBI consists 
of the following steps: (i) If the encounter resulted in the death of one individual, the MBI is 5. (ii) Otherwise, 
MMAI and MMPI are determined. (iii) The total durations of all peaceful behaviours (score < 0; in seconds) and 
of all aggressive behaviours (score > 0) are counted. (iv) If the duration of all aggressive behaviours is larger than 
t, but the duration of all peaceful behaviours is not, that is, aggression was the dominating behaviour during the 
encounter, the MBI is identical to the MMAI. (v) If both durations are smaller than t, that is, ignoring was the 
dominating behaviour, the MBI is zero. (vi) If the duration of all peaceful behaviours is larger than t, but that of 
the aggressive behaviours is not, that is, peace was the dominating behaviour, the MBI is identical to the MMPI. 
(vii) Finally, if the durations of both peaceful and aggressive behaviour are larger than t, that is, the encounter was 
dominated by switches between distinct aggression and distinct peacefulness, the MBI is the arithmetic mean of 
MMAI and MMPI (Fig. 5).

It is obvious that the value of t has substantial impact on the MBI: The larger t is, the longer a distinct behav-
iour (aggression, non-aggression) must have been observed to be accounted for. In the case of t = 0, a single 
second of any behaviour other than ignoring influences the MBI. In contrast, at t equal to the duration of the 
encounter, only one, uninterrupted type of behaviour throughout the whole encounter is registered. With increas-
ing t, the MBI will tend towards zero (Fig. S1).

Two values of t are of special importance, in that they represent the t for MBIagg and MBIpcf. These two values 
of t are determined empirically for each data set using only internest encounters: By calculating MBI for all pos-
sible values of t and plotting the number of encounters that are classified as peaceful and aggressive according to 
the increasing t, two inflection points become visible (Fig. S1, red and blue hairlines): At one particular value of 
t, the number of peaceful encounters reaches a maximum and, with further increasing t, stays constant or even 
decreases. The lowest value of t at which this maximum is reached, is the threshold for MBIpcf (Fig. S1, blue hair-
line). This is done in analogy on the curve of the number of aggressive encounters with increasing t, resulting in 
the MBIagg (Fig. S1, red hairline).

Statistical analyses. All statistical analyses were performed in R v. 3.5.1 using RStudio v. 1.1.46364,65. All 
data were checked for normal distribution using the Anderson-Darling test for normality (function “ad.test”) in 
the R package nortest. All eight simulations and three observed data sets were analysed separately. In the observed 
data sets, intranest and internest encounters were also compared separately. To test whether behaviour index 
values were correlated, the index values of all intranest encounters were compared using linear models, while 
the index values of all internest encounters and of all simulations were compared using linear mixed models 
using the function “lmer” in the package lme466. For both linear and linear mixed models, one index was set as 
dependent variable and the second index as independent variable. For linear mixed models, the ID of the nests 

Is the maximum
value observed kill?

MBI is 5 Is the summed aggressive behaviour > time treshold
 & the summed peaceful behaviour <= time treshold?

Is the summed aggressive behaviour <= time treshold
& the summed peaceful behaviour <= time treshold?

Is the summed aggressive behaviour < time treshold
& the summed peaceful behaviour >= time treshold?

MBI is the maximum
value observed

MBI is 0 (ignoring)

MBI is the minimum
value observed

MBI is the mean of the maximum
and minimum value observed

Yes

Yes

Yes

Yes

No

No

No

No

Figure 5. Decision cascade applied in the Mean Behaviour Index (MBI) evaluation. The decision cascade 
is applied for every second n in an encounter, that is, 170 seconds in this study (for details, see Materials and 
Methods). Grey and white boxes represent algorithmic queries and potential outcomes, respectively.
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and, with DS 1, the days when encounters had been performed, were set as random effects. P-values for linear 
mixed models were obtained using the package lmerTest67. Coefficients of determination were calculated for all 
combinations of behaviour indices in observed data sets and simulations using the Spearman rank correlation. 
To test whether behaviour indices yielded similar results, the mean values of all behaviour indices were compared 
using the Wilcoxon-Mann-Whitney-test for each simulation and set of observed data. In all statistical tests, the 
alpha applied was 0.05, and all values were Bonferroni-Holm corrected for multiple testing. All graphs were cre-
ated using the R package “ggplot2”68.

Data Availability
The datasets generated and/or analysed during the current study are available in the Supplementary Material.

References
 1. Abe, T., Fujiyama, N., Tomimatsu, H. & Nagayama, T. Age-dependent and social status-dependent behavioural plasticity of the 

cricket Gryllus bimaculatus. Animal Behaviour 141, 1–7 (2018).
 2. Lehtonen, T. K., Svensson, P. A. & Wong, B. B. M. The influence of recent social experience and physical environment on courtship 

and male aggression. BMC Evolutionary Biology 16, 18 (2016).
 3. dos Santos, C. F. Cooperation and antagonism over time: a conflict faced by males of Tetragonisca angustula in nests. Insectes Sociaux 

65, 465–471 (2018).
 4. Asahina, K. Neuromodulation and Strategic Action Choice in Drosophila Aggression. Annual Review of Neuroscience 40, 51–75 

(2017).
 5. Wittwer, B. & Elgar, M. A. Cryptic castes, social context and colony defence in a social bee, Tetragonula carbonaria. Ethology 124, 

617–622 (2018).
 6. Chang, C.-c., Lim, Z. Y., Klomp, D. A., Norma-Rashid, Y. & Li, D. Aggressive spiders make the wrong decision in a difficult task. 

Behavioral Ecology 29, 848–854 (2018).
 7. Baxter-Gilbert, J., Riley, J. L. & Whiting, M. J. Runners and fighters: clutch effects and body size drive innate antipredator behaviour 

in hatchling lizards. Behavioral Ecology and Sociobiology 72, 97 (2018).
 8. Traisnel, G. & Pichegru, L. Does it always pay to defend one’s nest? A case study in African penguin. Ethology 124, 74–83 (2018).
 9. Neupert, S., DeMilto, A., Drijfhout, F., Speller, S. & Adams, R. M. M. Host colony integration: Megalomyrmex guest ant parasites 

maintain peace with their host using weaponry. Animal Behaviour 139, 71–79 (2018).
 10. von Beeren, C. et al. Chemical and behavioral integration of army ant-associated rove beetles – a comparison between specialists and 

generalists. Frontiers in Zoology 15, 2–15 (2018).
 11. Pohl, A., Ziemen, V. & Witte, V. Mass Occurrence and Dominant Behavior of the European Ant Species Formica fuscocinerea (Forel). 

Journal of Insect Behavior 31, 12–28 (2018).
 12. Bengston, S. E., Shin, M. & Dornhaus, A. Life-history strategy and behavioral type: risk-tolerance reflects growth rate and energy 

allocation in ant colonies. Oikos 126, 556–564 (2017).
 13. Modlmeier, A. P., Liebmann, J. E. & Foitzik, S. Diverse societies are more productive: a lesson from ants. Proceedings of the Royal 

Society of London B Biological Sciences 279, 2142–2150 (2012).
 14. Blight, O., Diaz-Mariblanca, G. A., Cerdá, X. & Boulay, R. A proactive-reactive syndrome affects group success in an ant species. 

Behavioral Ecology 27, 118–125 (2016).
 15. Barbieri, R. F., Grangier, J. & Lester, P. J. Synergistic effects of temperature, diet and colony size on the competitive ability of two ant 

species. Austral Ecology 40, 90–99 (2015).
 16. Westermann, F. L., Suckling, D. M. & Lester, P. J. Disruption of foraging by a dominant invasive species to decrease its competitive 

ability. PLoS ONE 9, e90173 (2014).
 17. Ellis, S., Procter, D. S., Buckham-Bonnett, P. & Robinson, E. J. H. Inferring polydomy: a review of functional, spatial and genetic 

methods for identifying colony boundaries. Insectes Sociaux 64, 19–37 (2017).
 18. Lanan, M. C. & Bronstein, J. L. An ant’s-eye view of an ant-plant protection mutualism. Oecologia (Berlin) 172, 779–790 (2013).
 19. Buczkowski, G. Colony spatial structure in polydomous ants: complimentary approaches reveal different patterns. Insectes Sociaux 

59, 241–250 (2012).
 20. Giraud, T., Pedersen, J. S. & Keller, L. Evolution of supercolonies: The Argentine ants of southern Europe. Proceedings of the National 

Academy of Sciences of the United States of America 99, 6075–6079 (2002).
 21. Suarez, A. V., Tsutsui, N. D., Holway, D. A. & Case, T. J. Behavioral and genetic differentiation between native and introduced 

populations of the Argentine ant. Biological Invasions 1, 43–53 (1999).
 22. Drescher, J., Blüthgen, N. & Feldhaar, H. Population structure and intraspecific aggression in the invasive ant species Anoplolepis 

gracilipes in Malaysian Borneo. Molecular Ecology 16, 1453–1465 (2007).
 23. Roulston, T. H., Buczkowski, G. & Silverman, J. Nestmate discrimination in ants: Effect of bioassay on aggressive behavior. Insectes 

Sociaux 50, 151–159 (2003).
 24. Chen, W., O’Sullivan, A. & Adams, E. S. Intraspecific aggression and the colony structure of the invasive ant Myrmica rubra. 

Ecological Entomology 43, 263–272 (2018).
 25. Frizzi, F. et al. The rules of aggression: How genetic, chemical and spatial factors affect intercolony fights in a dominant species, the 

Mediterranean acrobat ant Crematogaster scutellaris. PLoS ONE 10, e0137919 (2015).
 26. Bathori, F., Radai, Z. & Tartally, A. The effect of Rickia wasmannii (Ascomycota, Laboulbeniales) on the aggression and boldness of 

Myrmica scabrinodis (Hymenoptera, Formicidae). Journal of Hymenoptera Research 58, 41–52 (2017).
 27. Kleeberg, I. & Foitzik, S. The placid slavemaker: avoiding detection and conflict as an alternative, peaceful raiding strategy. 

Behavioral Ecology and Sociobiology 70, 27–39 (2016).
 28. Parmentier, T., Yéo, K., Dekoninck, W. & Wenseleers, T. An apparent mutualism between Afrotropical ant species sharing the same 

nest. Behavioral Ecology and Sociobiology 71, 46 (2017).
 29. Hoover, K. M. et al. The organization of societal conflicts by pavement ants Tetramorium caespitum: an agent-based model of amine-

mediated decision making. Current Zoology 62, 277–284 (2016).
 30. Larsen, J., Fouks, B., Bos, N., d’Ettorre, P. & Nehring, V. Variation in nestmate recognition ability among polymorphic leaf-cutting 

ant workers. Journal of Insect Physiology 70, 59–66 (2014).
 31. van Wilgenburg, E., Torres, C. W. & Tsutsui, N. D. The global expansion of a single ant supercolony. Evolutionary Applications 3, 

136–143 (2010).
 32. Wlodarczyk, T. Discriminatory abilities of facultative slave-making ants and their slaves. Insectes Sociaux 63, 507–517 (2016).
 33. Thomas, M. L., Payne-Makrisâ, C. M., Suarez, A. V., Tsutsui, N. D. & Holway, D. A. When supercolonies collide: territorial aggression 

in an invasive and unicolonial social insect. Molecular Ecology 15, 4303–4315 (2006).
 34. Errard, C. & Hefetz, A. Label familiarity and discriminatory ability of ants reared in mixed groups. Insectes Sociaux 44, 189–198 

(1997).

https://doi.org/10.1038/s41598-019-43313-4


13Scientific RepoRts |          (2019) 9:6856  | https://doi.org/10.1038/s41598-019-43313-4

www.nature.com/scientificreportswww.nature.com/scientificreports/

 35. Tsutsui, N. D., Suarez, A. V., Holway, D. A. & Case, T. J. Reduced genetic variation and the success of an invasive species. Proceedings 
of the National Academy of Sciences of the United States of America 97, 5948–5953 (2000).

 36. Fournier, D. et al. Social structure and genetic distance mediate nestmate recognition and aggressiveness in the facultative 
polygynous ant Pheidole pallidula. PLoS ONE (2016).

 37. Purcell, J. et al. Ants exhibit asymmetric hybridization in a mosaic hybrid zone. Molecular Ecology 25, 4866–4874 (2016).
 38. Csata, E. et al. Lock-picks: fungal infection facilitates the intrusion of strangers into ant colonies. Scientific Reports 7, 46323 (2017).
 39. Nowbahari, E., Fénéron, R. & Malherbe, M. C. Effect of body size on aggression in the ant, Cataglyphis niger (Hymenoptera; 

Formicidae). Aggressive Behavior 25, 369–379 (1999).
 40. Boulay, R., Cerdá, X., Simon, T., Roldan, M. & Hefetz, A. Intraspecific competition in the ant Camponotus cruentatus: Should we 

expect the ‘dear enemy’ effect? Animal Behaviour 74, 985–993 (2007).
 41. Stuart, R. J. & Herbers, J. M. Nestmate recognition in ants with complex colonies: Within- and between-population variation. 

Behavioral Ecology 11, 676–685 (2000).
 42. Lenoir, A., Cuisset, D. & Hefetz, A. Effects of social isolation on pattern and nestmate recognition in the ant Aphaenogaster senilis 

(Hymenoptera, Formicidae). Insectes Sociaux 48, 101–109 (2001).
 43. Menzel, F., Linsenmair, K. E. & Blüthgen, N. Selective interspecific tolerance in tropical Crematogaster-Camponotus associations. 

Animal Behaviour 75, 837–846 (2008).
 44. Servigne, P. et al. An uneasy alliance: a nesting association between aggressive ants and equally fierce social wasps. Insect Science 

(2018).
 45. Krapf, P. et al. An Alpine ant’s behavioural polymorphism: monogyny with and without internest aggression in Tetramorium 

alpestre. Ethology Ecology & Evolution 30, 220–234 (2018).
 46. Steiner, F. M. et al. Abandoning aggression but maintaining self-nonself discrimination as a first stage in ant supercolony formation. 

Current Biology 17, 1903–1907 (2007).
 47. Suarez, A. V. & Suhr, E. L. Ecological and evolutionary perspectives on “supercolonies”: a commentary on Moffett. Behavioral 

Ecology 23, 937–938 (2012).
 48. Segev, U., Burkert, L., Feldmeyer, B. & Foitzik, S. Pace-of-life in a social insect: behavioral syndromes in ants shift along a climatic 

gradient. Behavioral Ecology 28, 1149–1159 (2017).
 49. Ugelvig, L. V. et al. The introduction history of invasive garden ants in Europe: integrating genetic, chemical and behavioural 

approaches. BMC Biology 6, 20 (2008).
 50. Sorvari, J., Theodor, P., Turillazzi, S., Hakkarainen, H. & Sundström, L. Food resources, chemical signaling, and nest mate 

recognition in the ant Formica aquilonia. Behavioral Ecology 19, 441–447 (2008).
 51. van Wilgenburg, E. The influence of relatedness, neighbourhood and overall distance on colony mate recognition in a polydomous 

ant. Ethology 113, 1185–1191 (2007).
 52. van Zweden, J. S., Dreier, S. & d’Ettorre, P. Disentangling environmental and heritable nestmate recognition cues in a carpenter ant. 

Journal of Insect Physiology 55, 158–163 (2009).
 53. Larsen, J., Nehring, V., d’Ettorre, P. & Bos, N. Task specialization influences nestmate recognition ability in ants. Behavioral Ecology 

and Sociobiology 70, 1433–1440 (2016).
 54. Guerrieri, F. J. et al. Ants recognize foes and not friends. Proceedings of the Royal Society of London B Biological Sciences 276, 

2461–2468 (2009).
 55. Lahav, S., Soroker, V., Hefetz, A. & Vander Meer, R. K. Direct behavioral evidence for hydrocarbons as ant recognition discriminators. 

Naturwissenschaften 86, 246–249 (1999).
 56. d’Ettorre, P., Errard, C., Ibarra, F., Francke, W. & Hefetz, A. Sneak in or repel your enemy: Dufour’s gland repellent as a strategy for 

sucessful usurpation in the slave-maker Polyergus rufescens. Chemoecology 10, 135–142 (2000).
 57. Saar, M., Eyer, P.-A., Kilon-Kallner, T., Hefetz, A. & Scharf, I. Within-colony genetic diversity differentially affects foraging, nest 

maintenance, and aggression in two species of harvester ants. Scientific Reports 8, 13868 (2018).
 58. Modlmeier, A. P. & Foitzik, S. Productivity increases with variation in aggression among group members in Temnothorax ants. 

Behavioral Ecology 22, 1026–1032 (2011).
 59. Mc Cabe, S., Farina, W. M. & Josens, R. B. Antennation of nectar-receivers encodes colony needs and food-source profitability in the 

ant Camponotus mus. Insectes Sociaux 53, 356–361 (2006).
 60. Robinson, E. J. H., Richardson, T. O., Sendova-Franks, A. B., Feinerman, O. & Franks, N. R. Radio tagging reveals the roles of 

corpulence, experience and social information in ant decision making. Behavioral Ecology and Sociobiology 63, 627–636 (2009).
 61. Farji-Brener, A. G. et al. Information transfer in head-on encounters between leaf-cutting ant workers: food, trail condition or 

orientation cues? Animal Behaviour 79, 343–349 (2010).
 62. Czaczkes, T. J., Schlosser, L., Heinze, J. & Witte, V. Ants use directionless odour cues to recall odour-associated locations. Behavioral 

Ecology and Sociobiology 68, 981–988 (2014).
 63. Steiner, F. M., Seifert, B., Moder, K. & Schlick-Steiner, B. C. A multisource solution for a complex problem in biodiversity research: 

Description of the cryptic ant species Tetramorium alpestre sp.n. (Hymenoptera: Formicidae). Zoologischer Anzeiger 249, 223–254 
(2010).

 64. R Core Team R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria. 
http://www.R-project.org/ (2017).

 65. RStudio Team RStudio: Integrated Development for R. RStudio, Inc., Boston, MA. http://www.rstudio.com/ (2017).
 66. Bates, D., Maechler, M., Bolker, B. & Walker, S. Fitting Linear Mixed-Effects Models Using lme4. 67, 1–48, https://doi.org/10.18637/

jss.v067.i01 (2015).
 67. Kuznetsova, A., Brockhoff, P. & Christensen, R. lmerTest Package: Tests in Linear Mixed Effects Models. 82, 1–26, https://doi.

org/10.18637/jss.v082.i13 (2017).
 68. Wickham, H. ggplot2: elegant graphics for data analysis. (2016).
 69. LeBoeuf, A. C. et al. Oral transfer of chemical cues, growth proteins and hormones in social insects. eLife 5 (2016).

Acknowledgements
We thank Philipp Andesner for help in the field and in the laboratory; Anja Ekblad, Verena Hahn, and David 
Reiter for help with ant keeping; Stephanie Kneidinger for help during video preparation; Marie-Luise Contala and 
Charlotte Permann for help in the field and during video analyses; Benedikt Mader for graphical advice; Markus 
Möst for statistical advice; Marlene Haider for computational advice; Victoria Als, Daniel I. Bolnick, Jean-Nicolas 
Haas, Wolfgang Krumböck, and Lena Nicklas for helpful input on an earlier version of the manuscript. Pilot 
simulations and their computational results presented have been achieved (in part) using the HPC infrastructure 
LEO of the University of Innsbruck and the Vienna Scientific Cluster (VSC-3). PK was funded by the Association 
for the Support of South-Tyrolean Students at the University of Innsbruck and by the doctoral scholarship of the 
University of Innsbruck. This study was financially supported by the Austrian Science Fund, P 30861.

https://doi.org/10.1038/s41598-019-43313-4
http://www.R-project.org/
http://www.rstudio.com/
https://doi.org/10.18637/jss.v067.i01
https://doi.org/10.18637/jss.v067.i01
https://doi.org/10.18637/jss.v082.i13
https://doi.org/10.18637/jss.v082.i13


1 4Scientific RepoRts |          (2019) 9:6856  | https://doi.org/10.1038/s41598-019-43313-4

www.nature.com/scientificreportswww.nature.com/scientificreports/

Author Contributions
P.K., W.A., B.C.S.-S. and F.M.S. conceived the ideas. P.K. and N.H. collected workers, conducted the assays, and 
analysed the data. W.A. wrote the python script and generated the simulations. P.K. wrote the first draft of the 
manuscript. P.K., N.H., W.A., B.C.S.-S. and F.M.S. edited the manuscript.

Additional Information
Supplementary information accompanies this paper at https://doi.org/10.1038/s41598-019-43313-4.
Competing Interests: The authors declare no competing interests.
Publisher’s note: Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Cre-
ative Commons license, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons license and your intended use is not per-
mitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the 
copyright holder. To view a copy of this license, visit http://creativecommons.org/licenses/by/4.0/.
 
© The Author(s) 2019

https://doi.org/10.1038/s41598-019-43313-4
https://doi.org/10.1038/s41598-019-43313-4
http://creativecommons.org/licenses/by/4.0/

	Comparing ant behaviour indices for fine-scale analyses
	Results
	Simulations and observed data sets. 

	Discussion
	Materials and Methods
	Observed data. 
	Conducting one-on-one encounters and evaluation of observed behaviour. 
	Data simulation and evaluation. 
	Behaviour index calculations. 
	Statistical analyses. 

	Acknowledgements
	Figure 1 Behaviour values scored and behaviour index values calculated of an internest one-on-one encounter between Tetramorium alpestre workers of Data Set 2.
	Figure 2 Values of the five behaviour indices Mean Maximum Aggression Index (MMAI), Mean Behaviour Index aggressive (MBIagg), Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), and Mean Maximum Peaceful Index (MMPI) are shown for all simulatio
	Figure 3 Values of the five behaviour indices Mean Maximum Aggression Index (MMAI), Mean Behaviour Index aggressive (MBIagg), Aggression Index (AI), Mean Behaviour Index peaceful (MBIpcf), and Mean Maximum Peaceful Index (MMPI) are shown for all observed 
	Figure 4 Eleven encounter types seen in simulations and observed data sets (Figs.
	Figure 5 Decision cascade applied in the Mean Behaviour Index (MBI) evaluation.
	Table 1 Data distribution of intranest and internest encounters and highest number of aggressive and peaceful encounters and respective time thresholds used for the simulations and data sets.
	Table 2 Description of the simulations chosen.
	Table 3 Pairwise linear (mixed) models and respective p-values of all behaviour indices for all data sets.
	Table 4 Pairwise comparison of behavioural mean values and p-values of all behaviour indices for all data sets.
	Table 5 Scoring scales of observed behaviours with detailed description for Data Sets 1–3.




