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The brain infers our spatial orientation and properties of the world
from ambiguous and noisy sensory cues. Judging self-motion
(heading) in the presence of independently moving objects poses
a challenging inference problem because the image motion of an
object could be attributed to movement of the object, self-motion,
or some combination of the two. We test whether perception of
heading and object motion follows predictions of a normative
causal inference framework. In a dual-report task, subjects indi-
cated whether an object appeared stationary or moving in the
virtual world, while simultaneously judging their heading. Consis-
tent with causal inference predictions, the proportion of object
stationarity reports, as well as the accuracy and precision of heading
judgments, depended on the speed of object motion. Critically, biases
in perceived heading declined when the object was perceived to be
moving in the world. Our findings suggest that the brain interprets
object motion and self-motion using a causal inference framework.
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As environmental cues activate our senses, the brain synthe-
sizes and updates an internal representation of the world

that is computed from noisy and often ambiguous sensory cues.
Causal inference formalizes this process as a normative statisti-
cally optimal computation that is fundamental for sensory per-
ception and cognition (1–5). The causal inference framework has
previously been used to explain processing of multimodal signals,
including auditory–visual (1, 4–9), visual–speech (10, 11), visual–
vestibular (12, 13), and visual–tactile interactions (14, 15).
However, its effectiveness in framing more general problems of
sensory perception within the visual domain has remained un-
clear. Indeed, it has previously been suggested that visual cues
are mandatorily integrated (16, 17).
When a moving observer views a scene containing moving

objects, visual perception faces an interpretational challenge:
motion of an object on the retina could be due to independent
movement of the object relative to the scene, to the observer’s
self-motion, or to many different combinations of object and
observer motion. Indeed, it is well established that moving ob-
jects can bias self-motion (heading) perception (18–23). Con-
versely, an observer’s self-motion can also bias perception of
object trajectory (24–27). However, these interactions have
generally been interpreted using empirical models based on vi-
sual motion processing mechanisms, and no attempt has been
made to cast the problem of judging object and self-motion
within a normative framework that can be generalized across
sensory domains (28–32).

Results
We test whether a causal inference scheme can account for the
motion interpretation challenge faced when a moving observer
views a scene in which an object may be moving independently.
In general, the image motion of an object on the retina is a
vector sum of the observer’s self-motion and the motion of the
object in the world (Fig. 1A, xobj). We varied the speed of the
object in the (virtual) world to manipulate the extent to which
the image motion associated with the object deviated from that

expected due to self-motion. To correctly judge the direction of
self-motion (heading), the observer has to infer the source of
retinal image motion, and discount components due to object
motion relative to the scene. We formulate three possible strate-
gies to solve this problem (SI Appendix, SI Methods for details).
At one extreme, the observer may believe that the object is

stationary in the world, even when it is not (Fig. 1B; solid curves).
Image motion due to the object’s movement relative to the scene
would then be incorrectly attributed to the observer’s self-motion
and would be interpreted as a heading cue, similar to the spatial
pooling hypothesis (20) in which heading is estimated from the
foci of expansion produced by both background and object mo-
tion. We formalize this strategy in an Integration (Int) model, in
which the observer integrates retinal object motion (xobj) with
self-motion cues (optic flow, xvis; inertial motion, xvest when
available), resulting in a heading bias that monotonically in-
creases with object speed in the world (Fig. 1C, solid curves; see
SI Appendix for details). Alternatively, the observer may always
believe that the object is moving independently in the world (Fig.
1B, dashed curves). Consequently, the observer should disregard
the object motion cue when judging self-motion. In a Segrega-
tion (Seg) model, the retinal image motion of the object influ-
ences neither the bias in perceived heading (Fig. 1C, dashed
curves) nor the threshold of heading discrimination (Fig. 1D,
dashed curves).
On the other hand, an optimal solution should not make de-

fault assumptions. An optimal causal inference (OCI) model
takes into account the characteristics of the stimuli on a trial-by-
trial basis to infer whether the object is stationary and whether/
how object and self-motion cues should be integrated (see SI
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Appendix for details). There are three key predictions of the OCI
model:

i) The observer should perceive the object to be stationary less
frequently as object speed increases (Fig. 1E) because the
difference between motion vectors associated with the ob-
ject and the background increases with object speed.

ii) The bias in perceived heading should have a peaked depen-
dence on object speed. The bias should initially increase with
object speed, but should later decline toward zero as the
object speed increases further and the subject consistently
perceives the object to be moving (Fig. 1F). The increase in
heading bias at slow speeds occurs because the object is
perceived to be stationary; thus, as in the Integration model,
it provides a relevant cue to self-motion. Consequently, object
motion and background motion cues should be integrated,
leading to significant heading biases (since the object is not
truly stationary). However, at high speeds, the object is per-
ceived to move independently. Thus, as in the Segregation
model, the observer infers that image motion of the object
is no longer a useful cue to self-motion, resulting in greatly
reduced heading biases.

iii) Heading discrimination thresholds should initially increase
and peak at intermediate object speeds before settling down
to an elevated level as object speed increases further (Fig.
1G). The heading estimate in the OCI model is a weighted
sum of the heading estimates associated with the stationary

and moving object scenarios (SI Appendix). At slow object
speeds, there is little uncertainty that the object is stationary
in the world. Thus, greater weight is assigned to the heading
estimate obtained by integrating self-motion and retinal ob-
ject motion cues, leading to relatively small thresholds. At
intermediate speeds, uncertainty about whether the object is
stationary or moving is greatest. Comparable weights are
thus assigned to heading estimates associated with both sta-
tionary and moving object scenarios. Thus, the unified head-
ing estimate is a weighted combination of two estimates
drawn from different distributions with unequal means and
variances, leading to elevated thresholds. At fast speeds,
there is little uncertainty that the object is moving, leading
to strong weighting of only heading estimates associated with
the moving object scenario. Here, the heading estimate essen-
tially represents a single distribution and has a correspond-
ingly smaller threshold compared with intermediate speeds.

We tested the above predictions with 14 human subjects who
experienced self-motion that was either visually simulated by
optic flow or was presented as a congruent and synchronous
multimodal combination of optic flow and inertial (vestibular)
motion. Subjects experienced one of these forms of self-motion
while viewing a multipart object that moved in the virtual world
at different speeds (Fig. 1H and Movie S1). The moving object
was composed of a group of six identical and equidistant spheres,
which were spaced such that two of the spheres were visible at
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Fig. 1. Task design and model simulations. (A) Graphical model illustrating relationships between the variables implicated in perception of object motion
and self-motion. Sobj and Sθ represent the motion of the object and the observer in the world, respectively. xvest and xvis represent the noisy inertial (vestibular)
and visual (optic flow derived) heading cues, respectively. xobj is the noisy image motion of the object relative to the observer. Inertial cues only contribute to
self-motion perception during multisensory stimulation. Left and Right illustrate the generative models for the cases of a stationary object (C = 1) and a
moving object (C = 2), respectively. (B–D) Simulations of the Integration (Int, solid lines) and Segregation (Seg, dashed lines) models (SI Appendix). Colored
lines represent simulations for the visual (red) and combined visual–vestibular (green) self-motion conditions. Note that small vertical offsets have been added
to the green lines in B (solid and dashed lines) and C (dashed line) to improve visualization; otherwise, green and red horizontal lines would be superimposed.
(E–G) Simulations of the OCI model. Predicted proportion of object stationary reports (B and E), bias in perceived heading (C and F), and heading discrim-
ination threshold (D and G) are shown for each of the models. Arrows on the x axis indicate rightward and leftward motion of the object. For each com-
bination of object motion speed, direction of object motion, and heading, the proportion of rightward heading responses was computed and psychometric
functions were fitted to the simulated responses (hence the variability in the predictions). (H) To test model predictions, subjects experienced forward
translation to the left or right of straight ahead (black arrows) while viewing a multipart object that was either stationary or moved independently rightward
(red arrow) or leftward in the world at different speeds. The object was composed of six identical and equidistant spheres. The spheres moved together as a
single compound object, such that two of the spheres were always visible on the display throughout the trial at all object motion speeds. For rightward
motion of the object, the two rightmost spheres were displayed on the screen at the start of the trial (as illustrated here, see also Movie S1), and vice versa for
leftward object motion.
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any point in time for all speeds of motion (SI Appendix, SI
Methods and Movie S1). The spheres were stationary with re-
spect to each other and moved collectively either rightward or
leftward in the world as a compound rigid object. We tested a wide
range of relative image velocities between object and background
by varying the speed of object motion in the world. We used a
dual-report task, in which participants judged whether an object
was stationary or moved in the virtual world, as well as whether
perceived heading was rightward or leftward of straight ahead.
As shown for a representative subject (Fig. 2), the object was

perceived to be stationary in the world less frequently as it
moved faster in either direction (Fig. 2A). In parallel, object
speed strongly affected heading discrimination at intermediate
speeds (Fig. 2 B–D). Rightward object motion shifted the psy-
chometric function to the right, indicating a leftward bias in
perceived heading (Fig. 2B, filled symbols and solid curves).
Analogous but opposite shifts were seen for leftward object
motion (Fig. 2B, open symbols and dashed curves). Most notably,
heading biases decreased or disappeared for faster speeds (Fig.
2B, blue and pink; also summarized in Fig. 2C). The fact that
object motion biased heading perception substantially at slow/
intermediate speeds, but much less so at faster speeds, is con-
sistent with predictions of the OCI model.
To quantify the effects of object and self-motion parameters, a

repeated-measures ANOVA, having object motion speed, object
motion direction, and self-motion type as factors, was applied to
the following dependent variables: proportion of object station-
ary reports, bias in perceived heading, and heading discrimina-
tion thresholds. For statistical analyses, heading biases obtained
with leftward object motion were multiplied by −1, such that
expected biases had the same sign for both directions of object

motion (18, 24). Results were consistent across 14 human sub-
jects, as summarized in Fig. 3 (SI Appendix, Fig. S1 for individual
subject data). Overall, subjects perceived the object to be sta-
tionary less frequently at higher object speeds [Fig. 3A, main
effect of object speed; F(6, 364) = 603.17, P < 0.0001; see SI
Appendix, Table S1]. Across subjects, biases in perceived heading
also depended strongly on object speed [Fig. 3B, main effect of
object motion speed; F(6, 364) = 10.66, P < 0.0001; see SI Ap-
pendix, Table S2 for post hoc tests]. Notably, biases initially in-
creased with object speeds up to ∼0.2 m/s, but then declined
considerably as object speed increased further. In fact, biases
measured at the highest object speeds (1.33, 2.67, and 5.35 m/s)
were not significantly different from the bias produced by a
stationary object (i.e., object speed = 0 m/s; see SI Appendix,
Table S2). These results show that, as the object’s motion
becomes more different from the optic flow expected from self-
motion, the influence of the moving object on the accuracy of
heading perception diminishes.
Object speed also affected the precision of heading discrimi-

nation, particularly at the intermediate speeds for which heading
biases were large [Fig. 3C, main effect of object motion speed; F
(6, 364) = 6.69, P < 0.001; see SI Appendix, Table S3]. Thresholds
initially increased with object speed, showed some indication of
peaking at intermediate speeds, and then plateaued as speed
increased further. Specifically, thresholds at 0.26, 1.3, 2.7, and
5.3 m/s were significantly greater than those for 0.07 and 0 m/s
(Tukey–Kramer comparison for each pair: P < 0.05; see SI Ap-
pendix, Table S3). Thus, the pattern of threshold variations is
also broadly consistent with predictions of the OCI model
(compare Fig. 3 A–C and Fig. 1 E–G).
We also collected bias and threshold data in a nonhuman

primate previously trained to perform the heading discrimination
task [but not the dual task; see Dokka et al. (18) for details; Fig.
3 D and E]. As seen for human subjects, heading biases initially
increased with object speed, but then declined considerably as
object speed increased further [main effect of object motion
speed: F(3, 67) = 18.89, P < 0.0001; SI Appendix, Table S2]. The
monkey’s heading discrimination thresholds also depended sys-
tematically on object speed [main effect of object motion speed;
F(3, 67) = 17.90, P < 0.0001; SI Appendix, Table S3]. Thus,
monkey behavior, similar to human performance, followed pre-
dictions of the OCI model.
A key prediction of the OCI model is that, for the same retinal

motion stimulus, heading percepts should depend on the in-
ference that is made about object motion (Fig. 4 A and B). To
test this prediction, we analyzed human subjects’ heading reports
conditioned upon their percept of object motion, making use of a
subset of conditions for which they reported the object to be
stationary or moving in roughly equal proportions (i.e., object
speed = 0.13 and 0.26 m/s). That is, we computed heading biases
and thresholds separately for trials in which human subjects
thought that the object was moving in the world or stationary.
We found a significant influence of the object motion percept on
the bias in perceived heading, such that biases were significantly
greater when subjects reported a stationary object than a moving
object [Fig. 4C, main effect of object percept; F(1, 94) = 21.7,
P < 0.0001; repeated-measures ANOVA with object motion
percept and self-motion type as factors]. Although heading
thresholds were slightly greater when the object was perceived to
be moving than when it was reported to be stationary, this effect
was not statistically significant [Fig. 4D; F(1, 94) = 2.57, P =
0.11]. These results, which can only be explored using the dual
task, demonstrate that subjects’ inferences about object motion
and heading interact in the manner that would be expected based
on a causal inference process.
Finally, because the addition of inertial self-motion cues has

been previously shown to ameliorate heading errors induced by a
moving object (18), the behavioral task also included a multisensory
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Fig. 2. Performance of a representative human subject. Data from the dual-
report task are shown for the visual condition (no inertial motion). (A)
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in the world as a function of object speed in the world. Arrows on the x axis
indicate rightward and leftward object motion. (B) Psychometric functions
characterizing heading discrimination for different object speeds. Psycho-
metric functions for rightward object motion at 0.13, 1.33, and 5.35 m/s
shifted to the right by 12.44°, 4.08°, and 0.42°, respectively (solid curves with
filled symbols). For leftward object motion (open symbols and dashed
curves), psychometric functions shifted to the left by −9.06°, −2.50°, and
−1.73° for object speeds of 0.13, 1.33, and 5.35 m/s, respectively. (C and D)
Biases (C) and thresholds (D) computed from psychometric functions in B are
plotted as a function of object motion speed.
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(visual/vestibular) self-motion condition (see Methods). Vestibular
signals are known to improve the reliability of heading estimates
when combined with optic flow (33–37). With more precise self-
motion cues, the OCI model predicts that heading perception is less
susceptible to the influence of a moving object, thereby increasing
the accuracy (smaller bias) and precision (smaller threshold) of
heading perception (Fig. 1 F and G, green vs. red solid curves). By
contrast, the OCI model does not predict any appreciable effects of
vestibular cues on percepts of object stationarity (Fig. 1E).
Indeed, we found that vestibular signals had no significant

effect on human observers’ reports of object stationarity [Fig. 3A,
main effect of self-motion type: F(1, 364) = 0.04, P = 0.84; object
speed × self-motion interaction: F(6, 364) = 0.15, P = 0.92]. In
contrast, as predicted by the OCI model, both heading biases and
thresholds decreased significantly with the addition of vestibular
cues in both human [Fig. 3 B and C, green curves, main effect of
self-motion type on heading bias: F(1, 357) = 9.14, P = 0.003;
main effect on threshold: F(1, 364) = 35.77, P < 0.0001] and
monkey subjects [Fig. 3 D and E, main effect on bias: F(1, 67) =
26.42, P < 0.001; main effect on threshold: F(1, 67) = 61.83, P <
0.001]. Thus, more reliable self-motion cues limited the influence
of a moving object on heading perception.

Discussion
We have shown that joint perception of object motion and self-
motion follows predictions of a causal inference framework.
Observers process the local consistency of motion vectors to
infer, on a trial-by-trial basis, whether an object is moving or
stationary in the world. In turn, this inference alters the accuracy
and precision of heading judgments in a manner that depends
systematically on object motion speed. In line with causal in-
ference predictions, slow (but nonzero) object motion speeds,
which are erroneously perceived as stationary in the world, in-
duce significant errors in perceived heading—both threshold and
bias increase. At faster speeds, when subjects perceive the object
to be moving in the world, heading biases decrease, as motion
components linked to object motion are downweighted during the
computation of heading. Critically, for the same retinal stimulus,
heading estimates were more accurate on trials when subjects
perceived the object to be moving vs. stationary. Our findings
demonstrate that causal inference operates within visual motion
processing, and that the interactions between object motion and
self-motion are governed by principles of a normative framework.
We also found that congruent inertial (vestibular) self-motion

stimulation improved both the accuracy and precision of self-
motion perception in the presence of object motion, with little or
no effect on object stationarity reports. Consistent with previous
results (18, 38, 39), the present findings further support the
importance of vestibular cues in disambiguating object motion
and self-motion. Here we demonstrate that the improvements in

heading perception mediated by vestibular signals are qualita-
tively predicted by a causal inference framework.
Previous studies have examined causal inference in multisen-

sory heading perception by simulating an ecologically rare situ-
ation in which there was a spatial disparity between full-field
visual (optic flow) and vestibular heading signals (12, 13, 40).
These studies reported heading biases that increased mono-
tonically as the disparity between visual–vestibular headings in-
creased (13, 40). The stimuli used in these studies, in which all
moving elements in the visual field were in conflict with inertial
self-motion cues, do not have a likely plausible alternative causal
scenario because the prior probability of full-field visual motion
being caused entirely by object motion is very low. This most
likely led to a persistent binding of visual and vestibular cues in
those studies. By contrast, the fact that the heading bias in the
present study decreased with larger conflicts between object and
self-motion, as well as the finding that heading responses were
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formed for an object speed which yielded roughly 50% stationary and 50%
moving object reports (corresponding to object speed of 0.20 m/s). (C and D)
Average heading biases (C) and thresholds (D) from human subjects, com-
puted at two speeds that showed roughly equal proportions of stationary vs.
moving object reports (0.13 and 0.26 m/s). Filled and open symbols represent
rightward and leftward object motion, respectively.
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correlated with subjects’ percept of object mobility on a trial-by-
trial basis, cannot be predicted by a default fusion strategy.
Furthermore, previous studies did not implement a dual-

report task; either the direction of perceived heading was mea-
sured alone (12, 40) or reports of heading and common cause
were measured in separate sessions (13). This makes it chal-
lenging to establish a direct relationship between subjects’ per-
ception of the underlying cause and their heading estimation. By
employing a dual-report task, we were able to provide the critical
demonstration that heading biases differ considerably, for iden-
tical retinal stimuli, when subjects infer that an object is moving
vs. stationary in the world (Fig. 4).
Several previous studies have examined perceptual interac-

tions between object motion and self-motion, but these studies
have generally not employed stimulus and task conditions suffi-
cient to probe the predictions of causal inference models (18–23,
41–44). Indeed, the effect of object motion speed on heading
perception, a critical experimental manipulation for interrogat-
ing the causal inference model, does not appear to have been
systematically investigated in previous studies. Royden and
Moore (45) and Royden and Connors (46) have varied the speed
of object motion relative to a sparse background of radial flow,
but their studies focused on the ability of humans to detect object
motion and did not consider the interaction between object motion
detection and heading estimates. Layton and Fajen (21, 22) have
systematically explored the effects of a number of aspects of object
motion on heading percepts, including object speed, but they did
not perform a dual task or compare their findings to predictions of
a causal inference scheme. Other studies have reported heading
biases that increased with speed of an independently moving
stimulus (41, 42, 44). In these studies, the visual display was
composed of two superimposed planes of dots: one plane simu-
lated forward motion of the observer, while the other plane sim-
ulated lateral motion at various speeds. It is not clear how subjects
interpret such stimuli, as it is unlikely that a moving object would
fill the entire visual field. Hence, the causal inference mechanism
might not operate in the same manner under these conditions.
Isolating the effect of object speed on heading judgments is

difficult because varying the speed of an isolated object will
change the duration and timing with which it moves through
specific regions of the visual field. Biases in heading perception
caused by object motion are well known to depend on starting and
ending object position and the temporal profile of the object
motion relative to optic flow (19, 20, 30). Thus, our design
employed a multipart object such that it filled the display at all
times throughout the trial. This ensured that weaker effects of
object motion at fast speeds were not simply caused by a fast-
moving object interacting more briefly with background optic flow.
Another relevant stimulus factor is the differential motion

between the elements inside the object and those in the back-
ground (21). The triangles that formed each sphere in our
transparent multipart object were stationary with respect to each
other such that there was no optic flow within each sphere. Thus,
differential motion between the elements of the object and the
background was uniform and is unlikely to influence behavior.
This design also rules out border-based and object-based dis-
crepancies as relative motion at the edges of the object and 3D
background were persistent at all object speeds.
In general, two broad classes of models have been developed

to account for heading perception in the presence of moving
objects. First, neurally inspired models mimic the response
properties of neurons in visual cortex to implement mechanisms
such as motion sampling (20), differential motion detection (19,
28, 29), and competitive dynamics among heading template units
(30). The second class of models utilizes features of the visual
image to extract heading information. In particular, Saunders
and Niehorster (31) developed a Bayesian model that estimates
translation and rotation of the observer. Although this model

assumes a rigid environment and does not perform causal in-
ference, it predicts that a moving object will bias heading esti-
mates because the retinal motion of the object is incorrectly
attributed to rotational optic flow, such as that which accom-
panies smooth eye movements. The computational study by
Raudies and Neumann (32) explores how analytical computa-
tions of heading are influenced by object motion and examines
how various parameters of a moving object that affect its seg-
mentation from background motion influence heading percep-
tion. However, none of these previous models have predicted
heading perception for varying levels of discrepancy between
object and observer motion. Furthermore, these models do not
account for how the observer’s percept of object motion influ-
ences heading perception. Also, since most of these models are
based solely on visual image processing, they would not be able
to explain the improvements in the accuracy and precision of
heading perception induced by inertial self-motion signals.
While the causal inference framework performs well in qual-

itatively predicting heading perception during independent ob-
ject motion, some of the assumptions underlying the OCI model
warrant further discussion. The OCI model does not make any
assumption about whether self-motion and object motion rela-
tive to the world are estimated sequentially or in parallel; how-
ever, we speculate that these computations are performed in
parallel in the brain. The OCI model simply provides a frame-
work to infer self-motion in the world from retinal motion (optic
flow, xvis and motion of the object on the retina, xobj) and inertial
cues (xvest, if available). While it is plausible that a causal in-
ference scheme can also predict world-relative object motion, it
remains to be seen if the same model can recover both object
motion during self-motion and heading during independent ob-
ject motion (47). Also, the OCI model does not address how
retinal image motion is parsed into observer- and object-related
components; it simply assumes that flow parsing has been ac-
complished and is complete. However, flow parsing, even for fast
object and observer motion speeds, is often found to be in-
complete (48). This may help to explain why heading biases can
be nonzero for fast object speeds, despite subjects being aware
that the object is moving in the world (20, 21).
While the neural basis of heading perception has been fairly

well investigated (36, 49–53), few neurophysiological studies have
included independently moving objects (39, 54–56). Interestingly,
neurons with incongruent visual/vestibular heading tuning in the
dorsal subdivision of the medial superior temporal (MST) area
may play an important role in dissociating object and observer
motion. By signaling discrepancies between the retinal image
motion of an object and visual and/or vestibular heading cues,
incongruent neurons in dorsal MST, as well as network interactions
between the middle temporal (MT) area and MST, have been
suggested to contribute to the process of discounting self-motion
when judging object motion or estimating heading in the presence
of object motion (38, 39, 57). These neural mechanisms might also
play key roles in the neural implementation of causal inference.
In general, neural implementation of causal inference com-

putations may involve complex networks of neurons, as well as
neural mechanisms that are currently unclear. For example, in-
formation about causes might be encoded in slow variations of
the firing rates of neural populations (58). It will be interesting to
investigate whether the neural implementation of causal in-
ference in motion perception requires a network of multiple
areas, as suggested recently for audiovisual spatial perception
based on neuroimaging studies (7).

Methods
The experiments were approved by the Institutional Review Board at Baylor
College ofMedicine. A total of 14 healthy adults (19–36 y old) and amale rhesus
macaque monkey (Macaca mulatta) performed the experiments. Subjects were
informed of the experimental procedures and written informed consent was
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obtained from each human participant. A detailed description of the experi-
mental methods, data analyses, and model development is given in SI Ap-
pendix. Briefly, human and monkey subjects experienced visually simulated or
congruent visual–vestibular self-motion in the horizontal plane while viewing a
multipart object that moved leftward or rightward in the virtual world at a
variety of speeds. In a dual-report task, human subjects indicated if they per-
ceived the object to be stationary or moving in the world, along with whether
their perceived heading was to the left or right of straight-forward. The
monkey subject only performed the heading discrimination task in the pres-
ence of object motion. Proportion of object stationary reports (for human
subjects), bias in perceived heading, and heading discrimination thresholds

were calculated for each combination of object motion speed, direction of
object motion, and self-motion type.

Three behavioral models that formulated how the observers could process
the self-motion and object motion cues were developed: Int, Seg, and OCI
models. The empirical data were qualitatively compared with predictions of
these models.
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