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Abstract

This Review illustrates the evaluation of permeability of lipid membranes from molecular 

dynamics (MD) simulation primarily using water and oxygen as examples. Membrane entrance, 

translocation, and exit of these simple permeants (one hydrophilic and one hydrophobic) can be 

simulated by conventional MD and permeabilities can be evaluated directly by Fick’s First Law, 

transition rates, and a global Bayesian analysis of the inhomogeneous solubility-diffusion model. 

The assorted results, many of which are applicable to simulations of non-biological membranes, 

highlight the limitations of the homogeneous solubility diffusion model; support the utility of 

inhomogeneous solubility diffusion and compartmental models; underscore the need for 

comparison with experiment for both simple solvent systems (such as water/hexadecane) and well 

characterized membranes; and demonstrate the need for microsecond simulations for even simple 

permeants like water and oxygen. Undulations, subdiffusion, fractional viscosity dependence, 

periodic boundary conditions, and recent developments in the field are also discussed. Lastly, 

while enhanced sampling methods and increasingly sophisticated treatments of diffusion add 

substantially to the repertoire of simulation-based approaches, they do not address directly the 

critical need for force fields with polarizability and multipoles, and constant pH methods.
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1. INTRODUCTION

The permeability of membranes was being investigated before it was known that membranes 

were bilayers. In fact, three critical advances were published in the 19th century:1–2 Pfeffer’s 

experimental observations of osmosis in plant cells (1877); van’t Hoff’s development of 

osmotic theory (1887); and Overton’s formulation of the relationship between the passive 

membrane transport of a permeant and its solubility in oil (1898). Fick’s laws of diffusion 

and the Smoluchowski equation, the essential mathematical formulations for describing the 

rates of flow across membranes, were published in 1855 and 1915, respectively. In contrast, 

the bilayer structure of cell membranes was proposed in 1925 by Gorter and Grendel.3 

While correct, their conclusion was based on flawed data and assumptions.4 It was not until 

1960 that the bilayer architecture was firmly established by electron microscopy images.5

The 1960s was also the decade when molecular dynamics (MD) simulations began to 

provide insight into the structure and dynamics of simple and complex fluids.6 Simulations 

of proteins started in the 1970s,7 followed by simple bilayer models (hydrocarbon chains 

and soaps) in the 1980s, and phospholipid bilayers in the early 1990s.8 The first atomistic 

simulation of water permeability in a lipid bilayer was published in 1994 by Marrink and 

Berendsen.9 Hundreds more atomistic and coarse-grained simulations of passive transport of 

permeants in assorted lipid bilayers and artificial membranes have been published since. See 

Tables A1 and A2 in the outstanding review by Awoonor-Williams and Rowley10 for a 

comprehensive list of those focusing on lipid bilayers through mid-2015, and Section 9 of 

this review for the more recent ones.

This review concerns MD simulations of passive transport, with emphasis on developments 

since 2015. Recent studies have benefited from faster computers, improved potential energy 

functions, and other developments in methodology. Use of additional forces or other 

enhanced methods required to effect membrane translocation are no longer necessary for 

many small permeants, and their passive transport can presently be directly observed in 

conventional MD simulations.

Modern MD simulations provide details that aid in the interpretation of experiment. As an 

example, Overton’s Rule is remarkably accurate over 6 orders of magnitude (details in 

Section 2.2). However, 10-fold deviations in the permeabilities for water in different bilayers 

are not easily explained by Overton’s Rule because their acyl chain regions are very similar. 

Nagle and coworkers observed a correlation with surface area per lipid,11 and proposed a 

model12 based on differences in the structure of the interface. Refining such a model is a 

natural application of simulation. As a second example, diffusion models, starting with the 

Smoluchowski equation, are mainstays of analysis of permeation. However, it is essential to 

appreciate that a diffusion equation only approximates the dynamics of a solute in a 

homogeneous molecular solvent. This approximation becomes less justifiable for the 

dynamics of a solute in a complex heterogenous environment such as a membrane. The 

applicability of dynamical models (including ones going beyond diffusion) can be 

determined by comparing the results of trajectories with those predicted by the model.
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By way of outline, Section 2 begins with a brief review of Fick’s First Law, Overton’s Law, 

the homogeneous solubility diffusion (HSD) model, the inhomogeneous solubility diffusion 

(ISD) model, and compartmental models. The parameters for a HSD model of water 

permeability, wherein the membrane is treated as a single slab of hexadecane or similar 

organic solvent, are estimated for a range of assumptions and the results are compared with 

experiment. While the limitations of the HSD model are well known,12 the exercise provides 

a good motivation for the ISD model and simulation.

Section 3 concerns a range of practical issues of simulation methodology, including the 

potential energy functions (commonly called force fields), fractional viscosity dependence, 

and the effects of periodic boundary conditions. This section also presents the results of 

simulations of permeants in bulk alkanes and alkane/water slabs. These systems provide 

important benchmarks when comparing the results of a membrane simulation with 

experiment. For example, if a simulation approach does not yield the experimental partition 

coefficient of a permeant in water/hexadecane, it is unlikely to yield the experimental 

permeability in a membrane. If it does, there is cancellation of error.

Sections 4 and 5 describe two complementary ways to estimate permeability from 

simulation: monitoring the total concentrations of permeant in the solvent outside the 

membrane; and calculating the free energy and diffusion profiles inside the membrane. More 

specifically, Section 4 relates both the flux and the transition rate across the membrane to the 

concentration changes predicted by Fick’s Law (suitably cast to apply to simulation-sized 

systems with periodic boundary conditions). The permeabilities obtained from this analysis 

are relatively “model-free” (Fick’s Law is still a model). Explicit results are shown for a 

primary cell with two bilayers (and therefore two distinct water compartments) and the more 

usual system with a single bilayer. Section 5 begins with the ISD model. As opposed to 

analysis based on Fick’s Law, the ISD model relies on highly specific local information 

provided by simulation. This approach yields significantly more precise, but not necessarily 

more accurate, estimates of permeability. Section 5 also reviews an extension of the 

Smoluchowski equation to include lateral diffusion of permeants in the membrane and a 

Bayesian analysis (BA) method to extract diffusion tensors from trajectories.13–14

Sections 6 and 7 test approaches based on Fick’s Law and the ISD equation for water and 

oxygen using simulations of 12 and 7 different bilayers, respectively. Effects of undulations 

(Section 6.1), periodic boundary conditions (6.2), the validity of the ISD model (Section 

7.1), and agreement with experiment (7.2) are considered. Section 8 revisits the ISD model 

and shows that an acceptable model for water permeability requires 3 compartments, while 

one for oxygen requires 5; the HSD (i.e., a single compartment model), moreover, is 

particularly unsuitable for oxygen.

The theory and methods presented in Sections 2–8 focus on water and oxygen permeability 

and are illustrated using the results of conventional MD simulations. It is hoped that this 

approach provides a helpful entry point to the field, which is now focused on more 

medically relevant permeants and increasingly sophisticated simulation methods. Section 9 

discusses developments published between 2015 and 2018. These include both technical 

Venable et al. Page 3

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



advances and specific applications. Section 10 summarizes this review. Table 1 provides the 

abbreviations and chain structures for the assorted lipids noted here.

2. THE BASICS

2.1. Fick’s First Law

Consider the sketch below, which depicts two compartments with concentrations c1 and c2 

of a solute separated by a uniform slab (membrane for here) of thickness h.

The net number of particles n per unit area diffusing across the slab with cross-section area 

A compartment 1 into compartment 2 is the flux

J = 1/A dn2/dt (1)

In the absence of other forces, Fick’s first law of diffusion relates the flux and the 

concentration difference as15–17

J = P c1 − c2 (2)

where P is the permeability of the membrane, and a critical modulator of the flux. Eq. (2) 

assumes that the solutes in each compartment are well-mixed; i.e. the permeant distribution 

in water is statistically uniform. This is an issue in experiment, where effects of an “unstirred 

layer” must be taken into account.1 It is typically not a concern in simulation, where the 

water compartments are comparable in size to the bilayer. Furthermore, diffusion in water is 

usually much faster than through the membrane, so that equilibration of permeant 

concentrations inside each water compartment occurs on a faster time scale than 

equilibration of the two compartments.

Combining Eqs. (1) and (2) and defining the concentration in each compartment as the 

number of particles ni per volume V i gives

dn2
dt = AP

n1
V1

−
n2
V2

(3)

Assuming that both water compartments are equal in volume V2 = V2 = V , Eq. (3) 

simplifies to

dn2
dt = AP

n1 − n2
V (4)

If the number of solute particles in the membrane is negligible with respect to the number in 

the water compartment, the solution to the initial value problem with n2 t = 0 = 0 is

Venable et al. Page 4

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



n2 t = N
2 1 − e−2APt /V (5)

where N = n1 + n2 is the total number of particles. The preceding relation for N holds when 

the volumes of the compartments are very large compared to the volume of the membrane. If 

the relative amount of permeant in the membrane is non-negligible (as in MD simulations 

where the volumes of membrane and solvent are comparable), N in the above formula is 

replaced by

N =
NVw

Vw + KVm
(6)

where Vw is the total volume of the water compartments, Vm is the volume of the membrane, 

and K is the water/membrane partition coefficient. K is the ratio of the solubilities in each 

phase (sm for membrane and sw for water), and is related to ΔGw m, the free energy of 

transfer from the water to the membrane, as follows:

K =
sm
sw

= e
−ΔGw m/RT

(7)

where R is the gas constant and T is temperature.

Note again that Eq. (2) does not contain any details of the membrane and thereby provides 

no explicit insight into the origin of the permeability. So far P is just a proportionality 

constant.

2.2. Overton’s Rule

Overton’s seminal contribution to biology is the recognition that the permeability of cells to 

many different solutes is proportional to the solutes’ partition coefficients from water into 

organic phases; i.e.,P ∝ Kw oil. As Kleinzeller points out in his excellent historical review,2 

Overton developed this finding, called “Overton’s Rule”, in a series of publications between 

1895 and 1907. Overton also noted a similar relation between Kw oil and general 

anesthesia (then termed narcosis) in a 1901 paper based on experimental work he presented 

in lectures in 1895 and 1899. He was apparently not aware at the time that Meyer had 

independently published the same observation regarding narcosis in 1899. Hence, it is 

appropriate to refer to the “Meyer-Overton theory of narcosis”, but not historically accurate 

to call P ∝ Kw oil the “Meyer-Overton Rule”.

It is not surprising that the partition coefficient in the traditional statement of Overton’s Rule 

is somewhat vague, given the level of fundamental knowledge of cell membranes and 

experimental techniques around 1900. Finkelstein18 provided clarifying comments on the 
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range of solvents used to model the water/lipid partition coefficient, and proposed that 

hexadecane (the length of a palmitoyl chain of a lipid) is the most reasonable. He also 

commented that a mixture of hydrocarbons is more representative of a lipid bilayer, and that 

“olive oil would serve almost as well (and taste much better)”. Walter and Gutknecht19 

subsequently demonstrated the superiority of hexadecane and olive oil over octanol for a set 

of 22 small nonelectrolytes. This is sensible in that octanol forms inverse micelles with 

water in the center and is therefore not representative of the usually quite dry interior of the 

bilayer. That stated, permeants such as amino acids and peptides are highly hydrated and 

distort the bilayer when translocating.20 In these cases, water/octanol captures the 

underlying interactions more accurately than does water/hexadecane.21 Hence, the optimal 

solvent system depends on the permeant and mechanism of permeation. See Section 9.1.5 

for a review of recent work on this subject.

2.3. The Homogeneous Solubility-Diffusion Model

To turn P ∝ K into an equation, assume that the free energy and diffusion profiles are 

uniform in the bilayer (as consistent with the model of a homogeneous slab). It is now 

possible to apply Fick’s Second Law:

∂ p z, t
∂t = D∂2 p z, t

∂z2 (8)

where p z, t dz is the probability distribution in z of the particle at time t, and D is the 

diffusion constant in the membrane. Assume further that the distribution in the membrane is 

in a quasi-steady state with both compartments, so the concentration profile cm z  in the 

membrane is linear

cm z =
Kc1 h − z + Kc2z

h (9)

where c1 and c2 are the (spatially constant) concentrations of permeant in the two water 

compartments. This step brings in the all-important partition coefficient. Expressing the flux 

as

J = − D
dcm
dz (10)

and inserting Eq. (9) leads to:

J = DK
h c1 − c2 (11)
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Comparing Eqns. (2) and (11) links the permeability with physical properties of the 

membrane:

P = KD/h (12)

Equation (12) is called the homogeneous solubility-diffusion (HSD) Model. Though 

approximate (neither the free energy nor the diffusion profile is constant in the membrane), 

the HSD model provides a valuable entry point to assessing permeability. It was used for the 

first quantitative studies of water permeation in the 1960s.22–24 Figure 6–2 in Finkelstein’s 

monograph1 is a convincing demonstration of Overton’s Rule: a double logarithmic plot of 

the permeability coefficients in egg phosphatidylcholine membranes vs DK is linear over 6 

orders of magnitude (where D is the diffusion constant of the permeant in water and K is its 

hexadecane/water partition coefficient). While deviations have been noted,25 the most 

significant ones are associated with facilitated transport.26 In fact, this had been recognized 

by Overton, and he proposed a non-passive mechanism for transport of inorganic ions.2

2.4. The Inhomogeneous Solubility-Diffusion Model

The next step in understanding permeability within the context of a diffusion model is to 

allow for variation of diffusion constant and free energy of the membrane interior, which 

leads to the inhomogeneous solubility diffusion (ISD) model. This is done through the 

Smoluchowski equation in one-dimension:27

∂ p
∂t = ∂

∂z D⊥ z e−βF z ∂
∂z eβF z p (13)

where D⊥ z  and F z  are the diffusion and free energy profiles respectively along the bilayer 

normal, β = 1/kBT, and kB is Boltzmann’s constant. Eq. (13) leads to the following 

expression for the permeability:

1
P = e

−βFre f

−h/2

+h/2 1
e−βF z D⊥ z

dz (14)

where the reference free energy Fre f  represents the (constant) value of the free energy 

profile in the water phase and the origin z=0 defines the center of the membrane. Detailed 

derivations of Eq. (14) are provided in the Appendix of ref. 28, the original simulation paper 

by Marrink and Berendsen,9 the recent review by Awoonor-Williams and Rowley,10 and by 

Votapka et al.29 and are not reproduced here. The assumptions underlying the ISD model 

and the determination of the free energy and diffusion profiles from simulation are reviewed 

in Section 5.1.
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2.5. Compartmental Models

If the bilayer of total thickness h is divided into i slabs (or compartments) of thickness hi

each with constant Fi and D ⊥ , i, Eq. (14) becomes by simple quadrature,

1
P = e

−βFre f

i

hi

D ⊥ , ie
−βFi

=

i

hie
β Fi − Fre f

Di
(15)

Eq. (15) is a compartmental model. The HSD is obtained by setting i=1, and the ISD is the 

infinitesimal limit. Section 8 develops compartmental models for water and oxygen 

permeation based on D⊥ z  and F z  from simulations.

Eq. (15) can be also thought of as representing a series of resistances,12 and therefore not 

necessarily dependent on the assumptions underlying the ISD model; i.e., a permeant could 

in principle move between compartments by non-diffusive mechanisms. Compartmental 

models can also be defined by rate constants between compartments, as in 1949 paper by 

Zwolinski, Eyring and Reese30 and more recently by Dickson et al.31 and references therein.

2.6. The HSD Model for Water

The following subsections assemble the parameters h, ΔGw m, and D for water in bilayers 

and compare the results with experiment. While the focus is on water, many of the 

conclusions of this exercise are general, and should also be considered when developing 

compartmental models for permeation.

2.6.1. Bilayer Thickness.—Even assigning the bilayer thickness is not straightforward. 

Bilayers are heterogenous and highly fluid in the biologically relevant liquid crystalline (Lα) 

phase. Consequently, it is difficult to determine structure at a detailed atomic level from 

experiment, as in x-ray diffraction of proteins. Rather, analyses of x-ray and neutron 

scattering of bilayers rely on models which develop electron densities (either total or by 

groups) with respect to the bilayer normal from the experimentally observed structure 

factors.32–33 The reviews by Nagle and Tristram-Nagle34 and Kučerka et al.35 summarize 

the results of x-ray measurements of different bilayers. The thickness of the hydrocarbon 

regions (2DC) for those of more biological interest is approximately 27–29 Å, and the total 

thickness (DB′) is 45–47 Å. The tails of the headgroup distributions (which include some 

bound water) extend to approximately 50 Å. Hence, from experiment, the “pure” 

hydrocarbon region of a bilayer is only 60% of the thickness, about 30 Å.

Distributions from current MD simulations show excellent agreement with x-ray for 

DMPC36 and DPPC,37 and it is reasonable to turn to simulations for additional details. The 

compilation by Venable et al.38 from simulations of 12 bilayers indicates a range of 27–31 Å 

for hydrocarbon thickness (excluding the 14 and 24 carbon chain lipids), further supporting 

the notion that 30 Å is a good “one-significant figure” value. The value of 40 Å sometimes 

assumed for the membrane thickness is the average distance between the phosphate planes 
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on the two leaflets.38 Fig. 2 plots the distributions for the atom groups in a POPC bilayer, 

and Fig. 3 shows a snapshot of the lipid/water interface in detail. It is clear that water mixes 

with the polar head group region of POPC and interacts with the carbonyl oxygens of the 

chains but is largely excluded from the bilayer interior. The level of exclusion is quantified 

by the potential of mean force (PMF)Fw z , which is calculated from the probability p z  of 

finding water in a slab centered at z as

Fw z = − kBTlnp z (16)

The PMF from a simulation is an average over all other (i.e., orthogonal) degrees of freedom 

and can be considered the effective potential governing the dynamics of the solute; it 

corresponds to F z  in the inhomogeneous solubility equation (Eq. 13) and similar theoretical 

models utilizing a local free energy. ΔG is used for transfer energies as are measured from 

experiment; the difference in F z  when a suitable reference is defined can be related to an 

experimentally obtained ΔG. Fig. 2 includes Fw z  (dashed black line, scaled to kcal/mol, 

and set to zero in the bulk water region). Fw(15A∘ ) = 0.8kcal/mol = 1.3kBT indicate that water 

is mostly excluded at this depth, and that a thickness of 30 Å is a plausible initial estimate. 

However, the constant region of Fw z  is only between approximately ± 6 Å, demonstrating 

that even the hydrocarbon region is heterogenous, and that 30 Å may be too large. The 

modeling of this system is continued in Section 8.1.

Hence, plausible values of h range from 50 to somewhat less than 30 Å. While these 

considerations only introduce a factor of 2 in an estimate for the single-slab model, they 

highlight the problem of choosing a single solvent to model a membrane. They also imply 

that the relevant thickness may be different for different permeants.

2.6.2. Transfer Free Energy.—The next parameter is ΔGw m. Returning to Fig. 2,

Fw 0 = 6.8kcal/mol. This can be taken to be the transfer free energy from the water to the 

center of the bilayer. How does this compare with hexadecane, the solvent of choice 

proposed by Finkelstein?18 The experimental value of the transfer free energy of water to 

hexadecane, ΔGw h, is 5.98 kcal/mol at 25 °C,39 suggesting that hexadecane is not an 

optimal model solvent for the membrane interior. However, this inference assumes that the 

potential energy function (or force field, FF) used for the simulation yields the experimental 

value for water into hexadecane. Consequently, the PMF of water from a simulation of a 

water/hexadecane slab must be carried out in the same way (identical program, methods, and 

force field) as the membrane simulation for a proper comparison. Fig. 4 (top) shows a 

snapshot from such a simulation, and Fig. 4 (bottom) plots Fw z . The free energy of transfer 

for water to hexadecane, ΔGw m = Fw 0 = 7.0 ± 0.1 kcal/mol; i.e., 1 kcal/mol higher than 

experiment. Errors in the FF (and remedies) are considered further in Section 3. For here, the 

important conclusion is that simulated transfer free energies for water to a POPC bilayer (6.8 

kcal/mol) and to hexadecane (7.0 kcal/mol) are nearly equal.
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However, it is important to consider more than just one lipid. The interleaflet space in a 

bilayer is not identical to bulk hexadecane, and fully saturated lipids are only a small 

fraction of cell membranes.4, 40 Fig. 5 plots Fw z  for 12 different bilayers. While these 

bilayers are not all at the same temperature (temperatures and further details of these are 

presented in Section 6), a comparison yields a sense of the effects of bilayer structure and 

composition. None of the PMF equal 7.0 kcal/mol at the midplane, but some with longer 

chains do reach 7.0 kcal/mol in the methyl region and then drop slightly when approaching 

the midplane. Values at the midplane range from 6.15 kcal/mol for PDPE (which contains 

one saturated chain and one chain with 6 double bonds) to 6.85 kcal/mol for DMPC (two 

fully saturated 14 carbon chains). The difference is 0.7 kcal/mol. ΔGw m for POPC (one 

double bond) is 0.2 kcal/mol higher than DOPC (2 double bonds). These results can be 

compared with the transfer free energies of water to a series of hydrocarbon chains with 

increasing unsaturation at 25 °C from free energy MD simulations of Carl and Feller:41 7.4 

for hexadecane; 7.1 for 8-hexadecene; 6.7 for 5,8,11-hexadecatriene; and 6.2 for 

2,5,8,11,14-hexadecapentaene (in kcal/mol). Carl and Feller used an earlier version of the 

CHARMM parameters, so their value of hexadecane is different from the 7.0 obtained here, 

but the trend is similar: the free energy of transfer is reduced by 0.2–0.3 kcal/mol per double 

bond. In summary, while the transfer free energy to hexadecane is an excellent entry point, it 

is reasonable for this estimate to allow for approximately 0.5 kcal/mol variation in ΔGw m

to take lipid diversity into account. Bilayers with a large percentage of polyunsaturated 

lipids further expand the range. However, the experimental (not the simulation) value should 

be used in the HSD model for back of the envelope estimates, at least for now; i.e., 

ΔGw m = 5.0 − 6.0 kcal/mol at 25 °C. The 0.5 kcal/mol difference is exponentiated, leading 

to a factor of 2.3 in permeability in the HSD model. This uncertainty should be added to the 

factor of 2 uncertainty in the thickness estimated in Section 2.6.1. The physical origin of the 

differences in solubilities and permeabilities associated with unsaturation remains unclear 

and should be investigated thoroughly when more accurate force fields are available.

2.6.3. Diffusion Constant.—Recent measurements of diffusion of water in alkanes by 

Su et al.42 at 22 °C indicate D = 1.1 × 10−5 cm2/s in n-hexadecane. Earlier measurements43 

yielded 4.16 × 10−5 cm2/s at (25 °C) and 4.59 × 10−5 cm2/s (30 °C), close to the 4.31 × 10−5 

cm2/s (25 °C) obtained in recent MD simulations.44 The diffusion constants of similarly-

sized O2 and methane in hexadecane at 22 °C are 2.49 × 10−5 cm2/s (22 °C) and 2.66 × 10−5 

cm2/s (26 °C), respectively.45 Hence, it is possible that the value obtained for water by Su et 

al. contains a contribution from some hydrogen bonded clusters. (An estimate of the cluster 

size is difficult because of the differences in hydrodynamics between small and large 

particles in alkanes. See Section 3.3.2 for details.)

As for the potential of mean force, simulations indicate a large variation in D(z) for water in 

the bilayer, with a minimum at the headgroup and a maximum in the center. As examples, 

Marrink and Berendsen9 estimated a range of 1–14 × 10−5 cm2/s in DPPC in their 1994 

study, and, more recently, Riahi and Rowley46 obtained 0.5–2.5 × 10−5 cm2/s. Fig. 6 shows 

the result for D⊥ z  for water in POPC that will be discussed further in Section 5.1.3. While 
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these values will not be used for the present estimates, their ranges highlight the drawbacks 

of a HSD model.

2.6.4. Comparison with Experiment.—The parameter values estimated from the 

previous 3 subsections are 30–50 Å for h, 5.5–6.0 kcal/mol for ΔGw m, and 1.1–4.2 × 10−5 

cm2/s for D. Table 2 lists the permeabilities calculated from Eq. (12) for these ranges. The 

lowest is 0.0009 cm/s and the highest is 0.013 cm/s, spanning more than an order of 

magnitude.

Experimental values of water permeability in bilayers also vary over an order of magnitude, 

depending on the method, the temperature, and the lipid. Those on the lower end are 0.0022 

cm/s for egg lecithin (a mixture composed mostly of PCs of different chain lengths47) at 

25 °C,18 and 0.0021 cm/s for DLPE at 35 °C.48 Most values determined recently are higher. 

In particular those of Mathai et al.11 for 6 different pure PC bilayers at 30 °C range from 

0.0083 for DMPC to 0.016 cm/s for DOPC. The range of estimated permeabilities in Table 2 

approximately brackets the preceding experimental values. The permeabilities measured by 

Huster et al.49 on highly polyunsaturated bilayers are larger, but can be reasonably 

reproduced by reducing ΔGw m used above to reflect the additional polyunsaturated 

chains.

Hence, the HSD model with a suitably broad range of parameter values yields permeabilities 

for water that bracket most of the above experimental results. This exercise provides useful 

insights into some of the underlying physics. Nevertheless, more detailed treatments are 

required for better than order-of-magnitude estimates of permeability.

3. SIMULATION PRELIMINARIES

Subsection 3.1 provides a brief critique of additive force fields for membrane simulations. 

Section Subsections 3.2 and 3.3 present simple simulation tests that lend insight to effects of 

the force field on the transfer free energy (water/hexadecane slabs) and diffusion constant 

(O2 in alkanes). It would be advisable to carry out such simulations and compare the results 

with experiment to help interpret the results of simulations with bilayers.

3.1. The Force Field

Classical MD simulations are propagated from Newton’s Law and thereby require a 

potential energy function, or force field. (The abbreviation FF is used here for both one or 

many force fields and should be clear from the context.) Force fields can be additive or 

polarizable.50–55 In the former, partial atomic charges on each atom are fixed throughout the 

trajectory. Consequently, a solute cannot adjust to different environments (vacuum to water, 

water to hydrocarbon). In the latter, the charge distributions can vary, allowing molecular 

dipoles to change during a simulation. The membrane simulations reviewed here utilized 

additive FF, although results from simulations of simpler systems using polarizable FF are 

also discussed. There are hybrid methods that include quantum mechanics to describe part of 

the system (e.g., an active site of an enzyme, or proton transport across a membrane) that are 
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collectively termed QM/MM.56–60 Small systems can be simulated entirely quantum 

mechanically,61–65 but such simulations of full-sized membranes are not yet feasible.

The FF used for membrane simulations in the early 1990s contained significant flaws. 

However, these were unintentionally masked by lack of computer power (typical simulations 

spanned only several hundred picoseconds), and the use of constant volume ensembles 

(constant pressure methods allowing the height and area of the simulation cell to vary were 

not available in biomolecular simulations programs until the mid-1990s). As computer 

power increased and constant pressure algorithms were introduced, contractions in the 

surface areas of bilayers from their experimental values were observed.66 Such area 

contractions (and expansions) arise from a mismatch in the lateral pressure profile where the 

negative pressure in the head group region is not cancelled by the positive pressure in the 

bilayer midplane.50 The absolute values of these pressures are hundreds of atm at their 

extrema (see Fig. 7 for examples from three different sorts of lipids). In effect, two very 

large numbers must cancel at the target surface area to yield the physically correct value of 

zero for the surface tension.

This mismatch typically has specific causes including: partial charges;37, 67 dihedral angle 

potentials;68––69 Lennard-Jones interactions among chains70 and between ions and lipids.71 

A global adjustment of a particular term is rarely (if ever) optimal, though it may be 

expedient. While the basic components of the FF (bond, angle, torsion, Lennard-Jones, and 

electrostatic) have not changed since the 1980s, the tuning has improved considerably. The 

common additive FF can presently generate stable bilayers with surface areas, densities, and 

other mechanical properties38 that are close to experiment for a wide range of lipids, and 

parametrization of additional lipids is ongoing.72

Nevertheless, additive FF have an inherent flaw that is accentuated when considering 

permeability: the permeant cannot adjust its charge distribution when leaving the water 

phase and entering the bilayer. This potentially corrupts the transfer free energy from the 

water layer into the bilayer, which, from Eqs. (7) and (12), is a critical contribution in the 

permeability. As is also clear from Eq. (12), the permeability is sensitive to the diffusion 

constant. Hence, a good model of a pure bilayer is no guarantee that the permeability of a 

particular solute is well described. Polarizable FF for lipids have been developed,73–74 and 

in principle they are more appropriate for simulating permeability than additive FF.

Both additive and polarizable force fields depend on their water models. The CHARMM 

additive FF were developed with TIP3P75 (a 3-center model which is a slight variant of 

TIP376), and this water model was used with simulations using the CHARMM lipid FF C36 

discussed here. The flaws of the 1980s style TIP3P, especially the 3-fold underestimate of 

bulk viscosity, are well documented.52, 77–81 The viscosity error is reflected in a 3-fold 

overestimate of the self-diffusion constant which is evident in the water region in Fig. 6; 

errors in the water diffusion constant in the bilayer (critical for an evaluation of 

permeability) have been examined by Sajadi and Rowley.82 However, replacing TIP3P with 

a more accurate water model without extensive reparameterization is not advisable. 

Otherwise, the balance of a large number of complex interactions will not be preserved. 
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Hopefully automated approaches83–87 will allow efficient replacement of outdated 

components in future FF, including the water model.

While not directly linked to force fields, another shortcoming of most simulation studies is 

that the charge of individual molecules is fixed; i.e., a molecule cannot change protonation 

states during a trajectory in response to the local environment. A variety of constant pH 

methods have been developed to address this issue. These include using a combination of 

molecular dynamics and Monte Carlo moves,88–90 lambda dynamics (where fractional 

charges are allowed),91 enveloping distribution sampling,92 and the virtual mixture 

approach.93 Though difficult to apply to membranes because of system size and potentially 

large numbers of titratable groups, membrane simulations at constant pH are starting to 

appear.94–95 These methods will be helpful for many applications, including those involving 

permeability of charged and neutral amino acids (Section 5.1.1) and drugs (Sections 9.1.3 

and 9.2.1).

3.2. Transfer Free Energies of Permeants from Water/Hexadecane Slabs

Section 2.6 used the results of simulations of different bilayers and a water/hexadecane slab 

to support the use of hexadecane as a reasonable model solvent for the interior of bilayers. 

This subsection examines partitioning of water and ethane in simulations of water/

hexadecane slabs to understand deficiencies in the C36 additive force field.

Table 3 shows that ΔGw h from C36 overestimates experiment by 1 kcal/mole (17% error); 

i.e., the TIP3P water is insufficiently soluble in hexadecane. A 1 kcal/mol error in ΔGw h

is serious. Assuming that the permeability of water is dominated by terms in the center of 

the bilayer, P is reduced by eβΔF ≈ e1/0.6, or approximately a factor of 5.

Other permeants can be added to the water/hexadecane systems, and the transfer free 

energies can be evaluated directly from the simulation provided both phases are adequately 

sampled. Fig. 8 (bottom) shows F(z) for a simulation with ethane, and Table 3 lists ΔGw h. 

Ethane prefers the alkane phase over the water as expected, but ΔGw m is too negative by 

0.4 kcal. The error is similar for methane (not shown).

The preceding result motivates application of the CHARMM polarizable model, referred to 

as “Drude”52, 96 (based on the method used to introduce polarizability); trajectories were 

generated with CHARMM97 using the polarizable alkane98 and SWM4 water96 potentials. 

The ΔGw h for water and ethane from F(z) in Fig. 8 and listed in Table 3 are nearly equal 

to experiment. However, the interfacial tensions of water/hexadecane for C36 (45.9 dyn/cm) 

and Drude (46.1 dyn/cm) both underestimate experiment99 (53.3 dyn/cm). (Interfacial 

tension is only indirectly related to permeability.) This indicates that the Drude, while 

superior to the additive C36 FF, still requires refinement.

One such refinement involves treatment of long-range Lennard-Jones (LJ) forces. Both C36 

and Drude share the approximation that LJ interactions are set to 0 at a finite distance. This 

is computationally convenient, though physically incorrect because LJ interactions at long 

distances are always attractive. Methods developed for simulating isotropic systems with 
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long-range LJ terms based on radial distribution functions6 or pressure adjustments100 are 

not applicable to interfaces; others that are, such as the Isotropic Periodic Sum (IPS),101–102 

are computationally demanding. A satisfactory solution to this problem sums LJ long-range 

interactions to infinity utilizing the same underlying approach as Particle Mesh Ewald 

(PME) for electrostatics.103 This method, called LJ-PME, has recently been implemented 

into biomolecular simulation programs.104–105 The application of LJ-PME increases 

densities, compressibility moduli, and viscosities for C36 alkanes105 and other organic 

liquids106 when simulations are carried out with existing FF, as expected from the addition 

of exclusively attractive terms. In general, some reparameterization to an existing FF will be 

required when long-range LJ terms are included, though ultimately FF will simply be 

developed with this feature. In addition to more realistic modeling, simulating with LJ-PME 

removes the arbitrariness in assigning cutoffs and smoothing functions that frequently 

confound comparison of simulations using different programs and FF just as the introduction 

of PME did for electrostatics. See Krämer et al.44 for a more extensive comparison of 

simulations of water/alkane interfaces with additive and polarizable FF, and strategies for 

reparameterization of existing FF.

Another refinement to FF involves adding multipoles. See Ichiye80 for a discussion of 

multipoles on water models, Meuwly and coworkers for multipolar FF of a range of solutes,
107 and Javanainen et al.108 for an analysis of O2 models which highlights the importance of 

including a quadrupole moment.

Lastly, a methodological comment with regards to ΔGw h. The approach just described, 

wherein ΔGw h is obtained from a PMF calculated from a long trajectory of a water/

hexadecane interface (Fig. 8, top) is easy to understand, free of assumptions regarding 

clustering, and adequate for water in hexadecane. This “brute force” method also works well 

for ethane (Fig. 8 bottom) and oxygen.13 However, for less soluble permeants it may be 

more efficient (or necessary) to obtain F z  from umbrella sampling109–111 (where the 

particle is restrained to a particular z, and the PMF is assembled from the distributions at 

different z). ΔGw h may also be obtained from more advanced free energy methods.112–115 

These are further reviewed in Section 9.1.1.

3.3. Diffusion Constants of Permeants in Alkanes and Water

This subsection discusses issues related to obtaining diffusion constants of membrane 

permeants in simulation.

3.3.1. Temperature Dependent Viscosity.—The diffusion constant of a particle is 

inversely related to the friction constant f by the Einstein relation

D = kBT / f . (17)

The functional form of the friction constant is not specified in the preceding equation, but it 

typically tracks the viscosity of the solvent. Hence, a natural first step in evaluating the 

ability of a FF to describe diffusion in a bilayer involves calculating the viscosity of 
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hexadecane. Fig. 9 (top) compares the results for C36, Drude, and experiment (solid line) for 

three temperatures in the range relevant for most bilayer studies, 30, 37 and 50 °C. While 

C36 captures the temperature dependence, it underestimates experiment by 21%. The 

simulated viscosity falls between that of pentadecane (dashed line) and tetradecane (dotted). 

The viscosity for the polarizable hexadecane in CHARMM (Drude) is larger than that of 

C36, but still underestimates experiment.

Including long-range LJ interactions (LJ-PME) increases the viscosity for both FF (Fig. 9 

bottom). The additive FF remains slightly below experiment, while the polarizable is in 

excellent agreement.

Calculated diffusion constants of permeants in bilayers simulated with C36 (with or without 

LJ-PME) would therefore be expected to be somewhat larger than experiment, at least in the 

acyl chain region, and only considering the contribution of solvent viscosity to the friction 

constant. How much larger depends on the relationship of the friction constant and the 

viscosity.

3.3.2. Fractional Viscosity Dependence for O2 in Alkanes.—Stokes’ Law relates 

the friction constant of a sphere of radius a in a continuum viscous fluid of viscosity η for 

stick and slip boundary conditions as:

f = 6πηa stick (18a)

f = 4πηa slip (18b)

Remarkably, Stokes’ Law extends to the molecular level for many fluids. Diffusion of 

spherical proteins in water is well described by the combination of Eqns. (17) and (18a), 

provided a hydration shell is included when specifying hydrodynamic radius.116–118 The 

friction constants of molecules whose sizes are comparable to the solvent are better 

described by Eq. (18b).119–120 In fact, one of the early successes of MD simulation involved 

Zwanzig and Bixon’s analysis of Rahman’s121 simulations of liquid argon, which 

demonstrated the applicability of slip boundary conditions.122 However, the physics changes 

when the solute is small with respect to the solvent, for example gases in alkanes.42, 123–124 

In this case, the relation between friction and viscosity is fractional:

f ∝ ηα (19)

where α is typically between 0.5 and 0.7. This is intuitively reasonable in that a small 

particle does not necessarily need to displace a solvent such as hexadecane when translating. 

It can hop between voids. A similar effect is observed in simulations of a series of neat 

alkanes,125 where the isomerization rates of the common torsion angles are independent of 

alkane length; in contrast, rotational diffusion of the long axis of each alkane is proportional 
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to η−1. “Non-Kramers” (i.e., fractional viscosity) behavior has also been observed 

experimentally for isomerization rates of solutes in alkane solvents.126

To determine the ability of C36 to describe fractional viscosity, and to explore the effects of 

periodic boundary conditions (PBC) (Section 3.3.3), a series of simulations of O2 in octane, 

dodecane, hexadecane, and water were carried out in boxes with edge-lengths L ≈ 30 (3 O2), 

60 (24 O2) and 100 Å (111–190 O2). The trajectories were generated using CHARMM at 

constant volume and a temperature of 25 °C with time step, PME grid, and piston masses the 

same as reference 13; averages were evaluated following 20 ns for equilibration. Table 4 lists 

specific input parameters, calculated viscosities, and diffusion constants for the trajectories. 

Only diffusion constants directly from the simulation DPBC  at the largest value of L are 

considered in this subsection.

The experimental data124 is for odd-numbered alkanes at temperatures 19–23 °C, so a direct 

comparison of diffusion constants is not straightforward. Additionally, it has already been 

noted in Section 3.3.1 that simulations with C36 underestimate the viscosity for hexadecane. 

The viscosities listed in Table 4 indicate that other alkane viscosities are also 

underestimated.

Nevertheless, a comparison of simulated and experimental diffusion constants as a function 

of viscosity can be used to determine the form of the friction constant. Specifically, if f ∝ ηα

holds over the range of interest, the slope of log 1/D  vs. log η  yields α. Fig. 10 plots the 

results from the largest simulation box for each alkane and experiment.124 The dependence 

is linear, and the values of α from simulation (0.51 ± 0.02) and experiment (0.52 ± 0.02) 

agree. Hence, even though the viscosities of individual alkanes underestimate experiment in 

the simulation (Fig. 9), the underlying fractional dynamics is captured.

From these results it is possible to make a first estimate on the error in D of O2 in bilayer 

simulations. While the viscosity (averaged over a temperature range 30–50 °C) of 

hexadecane is 22% low, the diffusion constant of a permeant would only be approximately 

10% higher. This is because 1/D ∝ η0.5 rather than η1.0. However, as shown in following 

sections, dynamics in the bilayer is even more complicated.

Fractional viscosity dependence is associated with highly nonlinear behavior of the mean 

squared displacement (msd) at short times (Fig. 11): the msd for the alkane solvent has a 

rapid rise in the first ps before reverting to linear behavior at longer times (the diffusion 

constants presented in Table 4 were all evaluated from the linear region). The msd for O2 in 

water is substantially more linear at short times, implying that the dynamics are different. 

Note also that the simulated diffusion constant for O2 in octane is 50% higher than obtained 

for water, even though the octane viscosity in the simulations is 20% higher. This also 

implies different diffusion mechanisms. (As shown in the next subsection, the simulated 

diffusion constants require correction for PBC, but the correction is small and does not 

change the preceding conclusion.)

3.3.3. Periodic Boundary Condition Artifacts in Homogeneous Systems.—
The next topic regarding diffusion concerns the effects of periodic boundary conditions in 
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simulations. Essentially all molecular dynamics simulations are carried out with periodic 

boundary conditions.6 The primary cell is replicated in all directions, yielding an infinite 

lattice. In most (but not all129) implementations a particle diffusing out of one side emerges 

through the opposite side. The technique allows the simulation of a very large system with a 

relatively small number of particles without the perturbing effect of hard wall. However, the 

effects of system size are not the same on all properties, and translational diffusion is among 

the most notorious.

It is clear from Table 4 that there are PBC effects: for each of the 4 solvents, O2 diffusion 

constants in the 30 Å boxes are lower than those where L = 100 Å (5% for octane, 6% for 

tetradecane, 10% for hexadecane, and 12% for water). These are all higher than the standard 

errors in D (second row from bottom in Table 4). In contrast, the differences at L = 60 and 

100 Å are close to zero for the alkanes (−2% for octane, 0.2% for tetradecane, 1% for 

hexadecane), and only slightly larger (3%) for water.

It is instructive to compare these results with those from a correction formula derived from 

classical hydrodynamics by Yeh and Hummer127 for a homogenous system in a cubic box of 

length L:

D∞ = DPBC +
kBTξ
6πηL (20)

where D∞ is the value of the diffusion constant in an infinite system, DPBC is the value 

obtained from a simulation in a finite system, η is the viscosity, and ξ = 2.837297. Eq. (20) 

has been shown to be accurate for self-diffusion of CHARMM alkanes,68 TIP3P water,102 

and, more recently, a larger collection of molecules at assorted pressures.130

Before proceeding, a note on the viscosity is necessary. Viscosity is obtained here in the 

usual way, by integrating the autocorrelation function of the off-diagonal elements of the 

pressure tensor P from simulations at constant volume V:

η = V
kBT 0

∞
Pαβ 0 Pαβ t dt (21)

The approach to the long-time value of the preceding integral is often slow and not easily fit 

with a simple function, so it is convenient to estimate the value from the incomplete integral:

I t = V
kBT 0

t
Pαβ 0 Pαβ t′ dt′ (22)

Fig. 12 plots I(t) for the water and hexadecane systems listed in Table 4 for all three system 

sizes. The three curves are nearly superimposable for water (Fig. 12, top). PBC effects on 

viscosity can usually be ignored, and this is the case here. Similar results were obtained for 

octane and dodecane (not shown). In contrast, η for L=28.3 Å is significantly higher than for 
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the two larger sizes (Fig. 12, bottom) for hexadecane. In effect, an individual hexadecane, 

which is nearly 20 Å when fully extended, can interact with its image when the box size is 

only 28 Å. Based on this analysis, the viscosities listed in Table 4 for hexadecane are only 

for the two larger boxes; for other systems they are the averages of all three sizes.

Returning to diffusion constants, Eq. (20) works well and is necessary for O2 in water: DPBC

increases with increasing box sizes, and differs from D∞ even at L=100 Å. However, the 

finite size effect is substantially smaller in the alkanes and is not well captured by Eq. (20). 

This is not surprising because the Yeh-Hummer treatment was derived using conventional 

hydrodynamics f ∝ η1 , while diffusion of O2 in alkanes follows a fractional viscosity 

dependence. An analytical treatment of finite size effects for systems of this type does not 

appear to be presently available. Nevertheless, given that simulation boxes for membrane 

simulations are no smaller than L= 50 Å, these results imply that PBC effects for small 

permeants such as O2 can be expected to be small. Explicit results for bilayers are discussed 

in Section 6.2. The following subsection considers hydrodynamic modeling of O2 in water 

in more detail.

3.3.4. Viscosity Dependence for O2 in Water.—Part of the permeation process 

involves diffusion through water. The well-known77, 131 low viscosity of TIP3P water is 

evident from Table 4, and scaling is advised when attempting to relate the translational or 

rotational diffusion constant of larger molecules (such as sugars, for example) with 

experiment.77 Given that O2 is comparable in size to water, it is not clear what kind of 

scaling is required. A simple estimate entails modeling O2 as a sphere, determining the 

effective hydrodynamic radius, and testing whether Stokes’ Law yields agreement with the 

simulated diffusion constant.

The O2 model used for the simulations presented in Table 4 consists of two Lennard-Jones 

particles with radii σ = 1.512 Å and bond length b0 = 1.23Å. The surface area of overlapping 

spheres is

Adimer = 4πσ2 1 +
b0
2σ (23)

Equating this area to that of an equivalent sphere yields an effective radius 

σdimer = Adimer /4π 1/2 = 1.80Å. This approach follows Pastor and Karplus,132 who showed 

that the surface area of an ellipsoid can be mapped onto an equivalent sphere to obtain the 

average friction constant; this observation was later placed on firmer theoretical ground by 

Hubbard and Douglas.133 Inserting σdimer as the hydrodynamic radius of molecular oxygen 

and the viscosity of water calculated from the simulation into Eq. (18b) (sphere with slip 

boundary conditions) yields D = 5.59 × 10−5 cm2/s, a value quite close to the 

DPBC = 5.54 × 10−5cm2/s and D∞ = 5.71 × 10−5cm2/s obtained from simulation. None of 

these results are particularly close to experiment, where D = 2.11 × 10−5 cm2/s at 22 °C,45 

but this is expected: the experimental viscosity of water at this temperature is 0.9548 cP. 
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Scaling D∞ by the ratio of the experimental and simulated viscosities (0.326/0.9548) yields 

D = 1.95 × 10−5 cm2/s, in good agreement with the experimental diffusion constant. Hence, 

in contrast to alkanes, diffusion of O2 in water appears to be well described by conventional 

hydrodynamics.

4. PERMEABILITY FROM MEMBRANE SIMULATIONS: COUNTING

This section introduces the evaluation of permeability from what could be considered a 

naive viewpoint: ignoring the theory that is used to analyze most simulations and simply 

counting the number of permeants that crossed the bilayers, as if performing an experiment. 

Two approaches are presented: Flux-Based (FB), where the concentration of permeants in 

the solvent compartments are counted (so recrossings reduce the concentration); and 

Transition-Based (TB), where the total number of bilayer crossings are enumerated (and 

recrossings add to the count). While both methods can be applied to a simulation of only a 

single bilayer, the double bilayer system is easier to understand and is therefore presented 

first. Double bilayers have also been used to simulate ion gradients and pore formation.
134–137

Of course, some theory is necessary to connect to the model of passive permeability, and this 

model is Fick’s Law. For example, rapid flow through a transient pore would not be 

consistent with Fick’s Law, and a proper analysis would show this, much the same way as 

non-passive permeability is determined from experiment.

4.1. Flux-Based Counting

4.1.1. Connection to Fick’s Law.—Fig. 13 sketches the primary cell for a double 

bilayer simulation system. The dashed lines indicate periodic boundaries so that, for 

example, a particle in the central compartment (1) exiting at the top of the cell, reenters 1 at 

the bottom. Likewise, a particle leaving compartment 2 from the right reenters from the left. 

The only way for a particle to transit from 1 to 2 is to cross a bilayer. Hence, the double 

bilayer system is equivalent to the two-compartment system sketched in Fig. 1 and can be 

treated directly with Fick’s Law. However, because a particle can exit 1 through either 

bilayer, the area term in Eq. (5) must be doubled (keeping the definition of the area as that of 

one surface):

n2 t = N
2 1 − e−4APt /V = N

2 1 − e−4Pt /L (24)

where L = V /A is the thickness of each water compartment. Recall from Section 2.1 that if 

there is a significant population of permeant in the bilayer N is replaced by 

N = NVw/ Vw + KVm  (Eq. 6). Lastly, it is useful to define the decay time in the exponential 

τmix = L/4P. This is the characteristic mixing time in a typical simulation system, where the 

permeants quickly diffuse in the water compartments after crossing the bilayer. 

Experimentally, the mixing times are larger because compartments are large with respect to 

the diffusion time scale.

Venable et al. Page 19

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



4.1.2. Permeability of Water in a DLPC Double Bilayer.—This subsection 

considers the permeability of water in a DLPC bilayer using the double bilayer model 

introduced above. It is well suited to this method because all the waters are permeants, and 

their concentration in the bilayer is near 0 (N is essentially equal to N) so Eq. (24) can be 

used directly.

Four trajectories of 400 ns each were generated with the protocol described in Venable et al,
38 and used for the simulations presented in Section 2.6. Fig. 14 shows the initial 

configuration of replica C (top), and a snapshot at 400 ns (bottom). Waters (2880 in each 

compartment) are colored blue and orange for the illustration and numbered sequentially for 

bookkeeping of the trajectory but are otherwise identical. It is evident that permeation has 

occurred: after 400 ns there are 28 orange waters in the central compartment, and 19 blue 

waters in the outer compartment.

To begin the quantitative analysis, the surface area per lipid for DLPC using the C36 FF is 

63.8 Å2, and the molecular volume of TIP3P water at 30 °C is 29.7 Å3. Assuming that the 

partial molar volume of water is not altered by the bilayers, the preceding values imply that 

L = 37.2 Å. As a first estimate of time scale, if the simulated permeability equals 

experiment11 (10.3 ± 0.5 × 10−3 cm/s),τmix = 9.0μs. Hence, it would take 20 μs 

(approximately 2 decay times) for the two compartments to be reasonably mixed, a 

trajectory too long to generate for this example. On the other hand, t /τmix = 0.04 for t = 400 

ns, so the short-time expansion of the exponential term in Eq. (24)

n2 t = 2NP
L t (25)

is applicable and the slope of the line n2 t  vs. t yields P. If the trajectories were longer, 

recrossings would reduce n2 t  and the short-time expansion would not be applicable. In fact, 

there was one such recrossing in one of the replicates.

The top panel of Fig. 15 shows the time evolution of replica C (the one shown in Fig. 14). 

Each replicate yields 2 fluxes, one from the center to the outer compartment, and one from 

the outer to the center (the same equations are applicable, with n1 and n2 switched). A 

transition from “reactant” to “product” compartment was registered as described in Section 

4.4.1. The middle panel of Fig. 15 shows the average of the 4 replicates and the best fit line. 

The y-intercept was constrained to 0, and the result of the fit is included in the figure. The 

occasional downward spikes in the counts arise when a particle passes the dividing surface, 

briefly recrosses the surface, and then continues on its downward path to the product 

compartment.

Inserting the slope from the average line, Eq. (25) yields P = 3.6 ± 0.4 × 10−3 cm/s, where 

the standard error was obtained from the standard deviation of fits of the fluxes from the 

replicates. The simulated result underestimates the experimental value noted above, as 

expected from the 1 kcal/mol overestimate of the free energy of transfer of water to 
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hexadecane for the CHARMM additive force field (Section 3.2). The comparison of 

simulation and experiment for water is discussed in more detail in Sections 6 and 7.

4.1.3. Permeability of Water in a DLPC Single Bilayer.—The bottom panel of Fig. 

15 plots the counts for a 400 ns trajectory of a single bilayer of DLPC. Though the trajectory 

length is the same as those for the double bilayers, the statistics are not as good because 

passage is only across one bilayer. The image cell functions as a separate compartment from 

the point of view of Fick’s law if the trajectory is recentered around the water compartment 

(Fig. 16), but it does not provide an independent set of transitions. The difference in the 

permeabilities, 4.2 ± 1.2 × 10−3 cm/s for the single bilayer and 3.6 ± 0.4 × 10−3 cm/s for the 

double is not statistically significant. Hence, with marginal extra bookkeeping Fick’s Law 

can be illustrated for water from a simulation of a single bilayer.

4.1.4. Limitations of Flux-Based Counting.—The FB counting method just 

described was designed to illustrate permeability in a pedagogical manner. Although a 

similar demonstration could have been carried out using Brownian or Langevin Dynamics, 

MD simulations provide direct insight into the time scales of equilibration and what is 

possible with present day computers; i.e., why such calculations were not possible until 

recently (the double bilayer was run for 1.6 μs) and why they are still not entirely 

satisfactory (the 400 ns simulation of a bilayer with 72 POPG presented in Section 6 only 

had 6 water transits).

However, FB counting is not generally practical for extracting permeability from 

simulations. At longer timescales the linear fit must be replaced by an exponential fit which 

requires more sampling for accuracy. After equilibrium has been reached the flux is zero and 

no further information can be obtained from the FB method. Furthermore, in contrast to 

water, most permeants of interest are highly soluble in the membrane and therefore at 

relatively low concentration in the solvent. To take oxygen as an example, Ghysels et al.13 

simulated two different 72-lipid bilayers, each with approximately 30 waters/lipid and 10 

O2. The relative concentrations of O2 in membrane to water equaled 20:1, indicating that the 

water compartment contained, on average, 0.5 O2 (i.e., the number fluctuated between 0 and 

1 with an occasional 2). Evaluating the flux from such a simulation is not possible. A 100-

fold increase in all components yields 50 O2 in solution (a workable number for evaluating 

the flux), but the nearly 20 million atom system is too large to simulate.

Fortunately, the preceding problems disappear by a subtle change: Instead of evaluating the 

concentrations of permeants, count the number of crossings and determine the crossing rate. 

This rate is directly related to permeability, as shown in the following subsection.

4.2. Transition Rate-Based Counting

4.2.1. Derivation and Comparison to Flux-Based Counting.—To derive the 

relation between transition rate and permeability, assume that each permeant has an equal 

probability of crossing the bilayer, and that crossings are independent events that occur at a 

constant rate r (per unit time and unit membrane area). Under these assumptions, the average 

number of particles in the target compartment evolves as

Venable et al. Page 21

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



n2 t + Δt = n2 t + rAΔt
n1
N

−
n2
N

(26)

For generality, formulas are henceforth written explicitly in terms of N (defined by Eq. 6). 

Here, the two terms in parentheses denote the probabilities of a crossing to go either 

direction (from compartment 1 to 2, or back). The resulting differential equation is

dn2
dt = rA − 2rA

N
n2 (27)

Comparing Eq. (27) with a slightly rewritten version of Eq. (4):

dn2
dt = APN

V − 2AP
V n2 (28)

is it clear that P = rV /N. Now recall the initial picture from Section 2 where two water 

compartments (each of volume V) containing an average of N permeants are divided by a 

membrane. In this case the concentration of permeants in the water at equilibrium is 

cw = N /2V. Therefore,

P = r
2cw

(29)

An attractive aspect of Eq. (29) is that it is agnostic regarding periodic boundary conditions 

and applies to systems with single or double bilayers.

For single bilayers the transition rate r is evaluated as the number of crossings in both 

directions divided by the length of the simulation and the cross-section area of the bilayer, 

i.e. the surface area of one leaflet. The equilibrium concentration cw is calculated as the 

average number of permeants in water divided by the volume of the water compartment.

For double bilayers the transition rate is the number of crossings over any bilayer in any 

direction divided by the length of the simulation and the total membrane area, i.e. twice the 

cross-section area of one bilayer. The concentration is the average number of permeants in 

water, divided by the total volume of the water compartments.

Note that Eq. (29) directly reflects Fick’s First Law on short time scales, where all 

permeants are located in the source compartment (c2 = 0 and c1 = 2cw). In this situation, all 

crossings take place only in one direction, so that the transition rate equals the flux r = J
and Eq. (29) reduces to P = J / c1 − c2 , the TB counting is equivalent to the FB counting. 

The TB counting also works for systems with little permeant in water (where the net flux is 
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low) and is therefore generally more applicable than the FB counting. FB counting may still 

be preferable for trajectories with a low output frequency (less than 20 frames/ns for water 

permeation), where individual transition events may be missed, confounding the TB 

counting.

Results for the TB counting method for water permeability for 12 different lipid bilayers are 

presented in Sections 6 and 7 (see Tables 7 and 9), and for oxygen in two bilayers (Table 

10). For here it suffices to state that this method yields P = 3.7 ± 0.8 × 10−3 cm/s for DLPC, 

the same as that obtained by the FB method.

4.2.2. Relation to Other Counting Methods.—Others138–140 have developed 

expressions for obtaining permeability from simulations by counting that are essentially 

equivalent to Eq. (29). All have the form P = Φ/ n × cw  where Φ is a rate and n is an integer 

that depends on whether Φ is evaluated from: full crossings in either direction (n = 2); 

escapes from the center to either side (n = 4); crossings of a single leaflet (n = 8). As evident 

from Eq. (29), n = 2 for the present treatment; Zhu et al.139 also set n = 2 in their study of 

water transport through Aquaporin-1. De Groot and coworkers138 (n = 8) originally 

formulated their expressions to evaluate permeation through gramicidin channels, and later 

applied it to passive permeation though bilayers.141–142 Yang and Kindt140 (n = 4) 

developed theirs expressly to calculate the permeability of a bilayer with a gel and fluid 

phase boundary.

In a steady state there are on average twice as many escapes as full crossings (half of the 

permeants that reach the center of the membrane return to their side of origin). In principle, 

the statistical precision can be increased by 1/ 2 by counting escapes in addition to full 

crossings because there are twice as many independent events. Both escapes and full 

crossings are composed of two semipermeation events (one crossing to the center, and one 

from the center). However, these two crossings are not independent, so the escape and 

semipermeation methods are of comparable statistical accuracy. A potential drawback of 

counting partial crossings is that the midplane region must be defined in a narrow range to 

avoid overcounting, and trajectory frames must be saved frequently to avoid undercounting. 

Multidimensional reaction surfaces may also complicate the analysis, because the bilayer 

normal does not provide a complete specification of the transition state. Hence, the precision 

lost by only counting full crossings is arguably balanced by its simplicity.

4.2.3. Evaluating Crossings.—Evaluating transition rates from simulations requires a 

definition of a dividing surface that clearly demarks the passage from “reactant” to 

“product”. The natural location is the transition state. However, because the potential energy 

at the barrier is flat, rapid recrossings can confound the analysis and lead to an overestimate 

of the rates. This problem can be circumvented using number correlation functions, where 

the initial rapid drop in the correlation function is ignored in subsequent fitting and a rate 

constant can be rigorously obtained.143 When counting the transitions explicitly the dividing 

surface must be placed well away from the transition state to reduce the possibility that the 

particle returns to the reactant state before it is stabilized in the product state.144–145
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For the determinations of water permeability by counting discussed in this and later sections, 

the dividing surface was specified to be the phosphate plane of the product leaflet; the center 

of the bilayer would be a poor choice for water as noted above. The appropriate dividing 

surface depends on the permeant. As discussed in Sections 5–7, the PMF for O2 in bilayers 

contains a minimum in the interleaflet region and a maximum in the phosphate plane 

(essentially the opposite of water). Hence, the dividing surface for assessing O2 exits from 

membranes is best placed several Å into the water layer.

The following procedure was used here to compute water crossings:

1. A pre-screening step to identify waters that had visited the bilayer interior as a 

means of reducing the number of waters to be evaluated for transits.

2. The system was divided into 5 regions along the z axis, with two bulk water 

regions at the +z and -z ends of the unit cell, a central midplane region (typically 

ca. 8 Å wide), and two regions inside the bilayer on either side of the midplane. 

The phosphate plane was used to define the bulk water boundary.

3. Each time point for a water was classified into one of the five regions; at t=0, a 

logical flag was set to indicate the current state based on the region. There are 

four logical flags, as the two water regions are considered equivalent.

4. For each successive time point, a change in the region is evaluated, and 

additional logical flags may be set or cleared, based on the direction of the region 

change.

5. For a transit to be counted, the particle must cross into a water region with all 

three bilayer interior logical flags set to true thereby indicating that the particle 

entered through the opposing leaflet and passed through the midplane.

4.2.4. Transit Times.—In addition to yielding an accurate value of the number of 

crossings, this procedure also provides the transit times for the water. DPPC has the largest 

number of transitions of the 12 bilayers presented in Section 6.6.2 and is best to use for a 

discussion of the crossing times. While transitions are rare, they are rapid once they begin: 

the average transit time is 0.51 ns for the bilayer with 72 lipids (denoted small) and 0.58 ns 

for one with 649 lipids (large). Fig. 17 plots the distribution of crossing times for each. 9 of 

49 (18%) transit times for the small system and 49/245 (12%) for the large system are less 

than 250 ps. The results for the other 11 bilayers are comparable, with approximately 8% of 

transits requiring less than 250 ps. Fig. 17 includes the transit time distributions for dividing 

surfaces defined by carbon 2 (C2) of the acyl chains. More than half of the C2-C2 transits 

are less than 250 ps for DPPC, and 45–50% are under 250 ps for the other 11.

These rapid transit times are relevant to analyzing simulations run on modern 

supercomputers, where trajectory frames are saved at relatively widely spaced intervals to 

reduce storage space. For example, frames are typically saved at 250 ps intervals on 

Anton146 and Anton 2.147 Consequently, a significant fraction of transitions might be missed 

with the TB counting method used here.
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5. PERMEABILITY FROM MEMBRANE SIMULATIONS: MODELING THE 

MEMBRANE INTERIOR

Fick’s First Law, which provides theoretical foundation for the counting method used in the 

preceding section, makes no assumptions regarding the structure of the bilayer: the 

membrane simply provides a proportionality constant relating the flux and the concentration 

gradient. The application of Fick’s Second Law to derive the homogenous solubility-

diffusion (HSD) model relies on the assumption that the bilayer is a homogeneous slab of 

material. Of course, the bilayer is not homogeneous, and neither the free energy nor the 

diffusion rate is constant as a permeant crosses the bilayer. These features limit the kinds of 

information that can be obtained from measurements that are only interpreted using Fick’s 

Laws. This section returns to the inhomogeneous solubility-diffusion (ISD) model (Eq. 14) 

and related theoretical methods that explicitly take the inhomogeneity of the bilayer into 

account and are commensurate with the length and time scales of atomistic simulations.

5.1. Assumptions and Determining Parameters for the ISD Model

5.1.1 Critical Assumptions.—The first critical assumption of the ISD model is that a 

diffusion (or Smoluchowski) equation is an accurate model for a particular permeant. It 

might be helpful to step back and consider the dynamics of a solute of mass msolute in a bath 

of solvent particles of mass msolvent in three extreme cases: (i)msolute ≫ msolvent; (ii)

msolute ≈ msolvent; (iii)msolute ≪ msolvent. Case (i) yields a diffusion equation when the 

collision frequency is infinite and the solute velocity relaxation time is instantaneous; 

physically, motion can be modeled as diffusive if the momentum relaxation time is very 

small with respect to the time scale for the displacements of interest. When the velocity 

relaxation time increases, inertial effects (or drift) become relevant. The diffusion equation is 

replaced by the Fokker-Planck-Langevin Equation,148–149 and simulations should be carried 

out with Langevin dynamics rather than Brownian (or diffusive) dynamics.150 Case (ii) is 

most relevant for modeling the dynamics of dense gases,119, 151 while Case (iii) is applicable 

for modeling the dynamics of a very small particle trapped in a lattice of large particles. 

Clearly Case (i) is an idealization, and it would be anticipated that elements of theory 

developed for Cases (ii) and (iii), including slow relaxation of solvent modes and rapid 

recoils in local cages made by acyl chains, would be relevant to permeation of small solutes 

in lipid bilayers.

Returning to permeants in membranes, it was shown in Section 3.3 that the translational 

dynamics of O2 in hexadecane is clearly not entirely diffusive. Specifically, the mean 

squared displacement vs. time (Fig. 11) would be entirely linear for purely diffusive 

dynamics; similar deviations from linearity were observed for oxygen13 and methanol152 in 

bilayers. Non-diffusive behavior, or anomalous diffusion,153–156 can arise from different 

sources, including inertial effects (where the dynamics is underdamped at short times), 

memory effects (where the solvent relaxes slowly with respect to critical dynamical modes, 

such as barrier crossing), and complexity of the medium (substructures on different length 

scales). An accurate description of these effects requires extensions of the Smoluchowski 
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equation such as the generalized Fokker-Planck equation (equivalently, the generalized 

Langevin equation)157 and the fractional Smoluchowski equation.158

The second critical assumption is that F and D⊥ only depend on z (i.e., the lateral 

dimensions x and y are averaged). This is a severe approximation for membranes with more 

than one phase (e.g., liquid ordered and liquid disordered), and the liquid ordered phase 

itself has substructure159 that would introduce x and y dependence in F and D⊥. Hence, 

Yang and Kindt140 used a transition counting method (see Section 4.2) when estimating 

permeabilities from the simulations of a DPPC fluid/gel system. However, the lipid/water 

interface of even a single component fluid phase bilayer might contain many pathways for 

entrance and exit of permeants that are poorly approximated by a one-dimensional potential 

of mean force. As already illustrated by Fig. 3, there is considerable, local roughness at the 

water/bilayer interface. The complexity is not restricted to the interface. For example, 

cholesterol is oriented along the bilayer normal with the hydroxyl near the lipid surface, but 

readily translocates (or “flip-flops”) between leaflets.160–161 MD simulations indicate the 

transition state is in the bilayer midplane with the cholesterol orientation parallel to the 

surface, and therefore the PMF describing the transition pathway requires two variables, 

depth in bilayer and tilt.162 Parisio et al.163 used such a 2-D PMF in their extension of the 

ISD model. Protonation is also relevant, and a 2-D PMF is required to represent the 

translocation pathway of a lysine analogue.164 The permeation pathway of trimethoprim is 

also multidimensional.165–166 The permeation of ions across bilayers is not well described 

by solubility diffusion models,167 which is not surprising: ions, even when hydrated, are 

virtually insoluble in hydrocarbons. Rather, as shown by Allen and coworkers,167 ions can 

cross bilayers by distorting the surface to create water filled defects reminiscent of defects 

induced by charged amino acid side chains.168 The simulation of ion-induced and other 

defects, transient pores, and stable pores is somewhat outside the scope of this review (see 

Gurtovenko et al.169 for background), though some recent literature is summarized in 

Section 9. For here, the relevant point is that pores and defects complicate the description of 

transition paths.

5.1.2. Determination of F(z).—The simplest way to determine the potential of mean 

force for a permeant in a bilayer is to run a long simulation and average over many 

crossings, with the caveat that undulations should be small, suppressed, or otherwise 

considered. This is presently practical for small solutes such as oxygen and water, but many 

permeants cross the bilayer too infrequently for a brute force approach to be effective. A 

straightforward way to sample states not easily accessible by direct simulation is umbrella 

sampling.109 This was used by Marrink and Berendsen in their original study,9 and by many 

others in subsequent work. (The more recent ones are discussed in Section 9.) In this method 

the permeant is restrained to specified locations along the bilayer normal, the positional 

distributions are obtained, and the distributions are combined to yield a PMF with the bias 

removed, usually by the Weighted Histogram Analysis Method (WHAM).110–111

A disadvantage of umbrella sampling is that the rate of convergence in each window is 

comparable to conventional MD, and collective variables can be overlooked. Numerous 

rigorous enhanced sampling methods have been developed and applied to membranes.170 
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Replica exchange (REX)171–172 involves simulating the system in multiple baths (usually at 

different temperatures, but sometimes a term in the Hamiltonian such as the surface 

tension173 or the umbrellas themselves174) and allowing exchanges between the baths based 

on a Monte Carlo criteria. REX has been used to accelerate peptide insertion173, 175–176 and 

lipid mixing,177 and to generate PMF of permeants.178

Metadynamics179–180 and milestoning181–183 are recently developed and promising 

methods. In the former biasing potentials are added during the trajectory to force the system 

to sample new regions on the potential energy surface. Metadynamics has been applied to 

translocation pathways of cell-penetrating peptides184 and a lysine analogue. Milestoning 

involves generating numerous trajectories at specified “anchor domains” and determining 

the mean first passage times (milestones) between these domains. It has been used to 

simulate peptide185 and water186 permeation though DOPC. More recent applications of 

both these methods to permeability are discussed in Section 9.

As a note of caution relevant to some sampling methods, the membrane surface area is 

sensitive to temperature. For example, simulations of DOPC yield surface areas (in Å2/lipid) 

of 68.9 ± 0.7, 70.8 ± 0.8, 73.3 ± 0.8, and 86.2 ± 0.5 for 25, 45, 65, and 150 °C, respectively. 

The area expansion leads to thinning, as is reflected in the water PMFs (Fig. 18). Pores also 

spontaneously form in the membrane at high surfaces areas and would corrupt estimates of 

permeability. The boiling point of TIP3P is 92 °C (estimated from the vapor pressure 

calculations of Vega et al.187) and vapor bubbles will be expected to form as this temperature 

is approached. Boiling might not readily occur because of periodic boundary conditions and 

small system size but is also a concern. The preceding effects reduce the efficiency of 

transfer of configurations among baths in a method like REX and limit the temperature 

range that can be sampled. Membrane area expansion, bubble formation, and boiling could 

be avoided by running at constant volume, but at the cost of increasing the pressure and 

thereby decreasing conformational sampling. Another sampling method is to run 

conventional MD at elevated temperatures. This can be useful for exploratory studies and 

has the advantage of simplicity. For example, trajectories carried out at 140 °C on the 

antimicrobial peptides alamethicin188 and piscidin 1189 effectively distinguished their ability 

to form pores in membranes, and high temperature simulations (80–160 °C) of other 

antimicrobial peptides have led to mechanistic significant insights regarding translocation 

and defect formation.190–192 However, conclusions from high temperature MD studies are 

likely compromised by the considerations noted above, and more rigorous methods are 

recommended for quantitative studies.

5.1.3. Determination of D⊥(z).—As noted above, insufficient sampling is challenging 

when extracting thermodynamic properties like free energy profiles, and sampling 

considerations remain a concern for dynamic properties. Determination of the z-dependent 

diffusion constant for a permeant in a membrane is further complicated by two factors. The 

first is that the potential of mean force can be a rapidly varying function of position; this 

makes averaging over a short time optimal, where F z  is relatively constant. The second is 

that the short-time dynamics contains contributions from inertial and solvent memory 

effects, as already shown in Section 3.3.2; this makes averaging over a long time optimal, 

where diffusive motion dominates. The same considerations hold for determination of lateral 
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diffusion. Diffusion on a flat potential energy surface is traditionally pictured by analogy to 

a random walker. The walker is now on an icy ski-slope.

The preceding considerations rule out determining the diffusion constant from the long-time 

slope of the mean squared displacement as for homogeneous fluids. One class of methods 

utilizes a local approximation. Marrink and Berendsen9 used the fluctuation dissipation 

theorem193 to obtain f ⊥ z  from the integral of the force autocorrelation function

f ⊥ z = 1
kBT 0

∞
δF z, 0 δF z, t dt, (30)

where δF z, t = F z, t − F. D⊥ z  is then obtained from the Einstein relation (Eq. 17). 

Because the water was restrained to a specified location using umbrella sampling, the 

resultant diffusion constant contains some contribution from both the restraining potential 

and underlying PMF of the bilayer. These artifacts can be mitigated by constraining the 

permeants at z positions, rather than using a harmonic restraint,194 so that the PMF and 

diffusion profile are evaluated from separate sets of simulations.

Others have used the framework of the generalized Langevin equation (GLE), estimating 

position-dependent diffusion constants from autocorrelation functions in restrained MD 

simulations. In these methods, the membrane is modeled as a frictional bath that acts on the 

permeant, which is modeled as a harmonic oscillator. The method by Roux and co-

workers195–197 uses the Laplace transform ℒ(s) of the velocity autocorrelation function and 

determines the local diffusion coefficient in the limit s = 0 by extrapolation. Hummer198 

proved an equivalent expression which instead uses the position autocorrelation function, 

avoiding Laplace transform and extrapolation. Although theoretically equivalent, these two 

methods perform differently in simulations. Gaalswyk et al.199 observed that Roux’s method 

was sensitive to the restraining potential’s force constant and overestimated water diffusivity 

inside a DPPC bilayer by 15%. In contrast, Hummer’s method underestimated diffusivity by 

50%, due to long-lived correlations of the position autocorrelation function. Similar issues 

with these methods were found by Lee et al.178

If there is sufficient sampling of permeant in the membrane, diffusivities may also be 

obtained from unrestrained conventional MD simulations. Im and Roux200 developed a 

simple to implement method based on the mean squared deviation of local displacements:

D⊥ z = 〈 Δz τ − Δz τ 2〉
2τ (31)

where Δz τ = z t + τ − z t , and τ is a suitably small interval (several ps). For diffusive 

motion on a linear free energy profile, Δz τ  theoretically follows a Gaussian distribution, 

where the mean and variance represent the slope of the free energy profile and local 

diffusion constant, respectively. Eq. (31) has been used for ions in channels.200–201 However, 

for applications to bilayer permeation, τ would need to be small enough to justify the 
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assumption of a locally linear free energy. On this time scale, the behavior of quickly 

diffusing permeants may no longer be diffusive. This dilemma motivated the development of 

a methods that model local displacements by taking into account local variations of the free 

energy. These are discussed in the following paragragraphs.

A global method for obtaining a position dependent diffusion constant was developed by 

Hummer198 using Bayesian analysis. This approach discretizes the simulation domain into 

equidistant bins and counts particle transitions between these bins. To find the diffusion and 

free energy profiles that optimally explains the observed transition counts, Ni j, trial profiles 

are randomly sampled using a Monte Carlo procedure. The plausibly of each pair of profiles 

(which in turn defines a likelihood for the Monte Carlo sampling) is assessed by relating the 

free energy and diffusion constant to a matrix R of transitions via a (Smoluchowski) 

diffusion equation. This set of transition rates between adjacent bins determines the temporal 

evolution of the particle distribution

pi t = j exp Rt i j ⋅ p j t = 0 (32)

which can be used to define an appropriate log-likelihood function as

lnL =
i j

Ni jexp Rt i j (33)

By sampling profiles according to Eq. (33), the averages provide the optimal solution for the 

free energy and diffusion profiles that underlie the observed transition counts. In effect, the 

model (Smoluchowski Equation with D z  and F z ) becomes the optimal representation of 

the more detailed all-atom model.

Hummer’s initial application was to the torsion angle of a peptide in water. The approach 

was later adapted by Carpenter et al.202 to membranes where the natural coordinate is the 

normal, and further extended by Ghysels et al.13 to analyze diffusion parallel to the surface 

(see following subsection). While Hummer’s original approach is restricted to simulations 

that provide sufficient sampling of permeant in the membrane, Chipot, Comer and co-

workers incorporated time-dependent adaptive biasing forces203 and applied this extension 

to calculate diffusion constants in biased simulations of urea, benzoic acid, and codeine in 

DMPC bilayers.178 They identified subdiffusive behavior of small permeants in the bilayer 

interior152 and adapted the Bayesian analysis to capture this position-dependent fractional 

diffusivity.152, 158 This feature of their BA is absent in all other methods to obtain membrane 

diffusivities. They also found that the BA and the GLE method produced diffusion profiles 

in rough agreement, where the BA consistently yielded slightly larger values. Both methods 

depend on non-trivial parameters (the lag time for the BA, and harmonic force constant of 

the umbrella window for the GLE) that may compromise the permeability estimate if not 

chosen carefully.
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5.2. Lateral Diffusion of Permeants

The extension of Hummer’s method by Ghysels et al.13 involved solving the Smoluchowski 

equation with radial terms in the presence of a potential along the bilayer normal to self-

consistently obtain F z , D⊥ z , and D∥ z :

∂ p r, t
∂t = ∇ ⋅ D r e − βF r ∇ eβF r p r, t (34)

where p r, t dr is the spatial probability distribution of the particle at time t and D r  is the 

diffusion tensor at position r. Now assume translational symmetry in the xy-plane, so D r
and F r  are only functions of z (the bilayer normal). The diffusion tensor simplifies:

D r ≡ D z =

D∥ z 0 0
0 D∥ z 0
0 0 D⊥ z

(35)

where D∥ z  and D⊥ z  are the components of the tensor in the xy-plane and normal to the 

bilayer, respectively. Eq. (35) may now be separated into radial and normal parts

∂ p
∂t = D∥ z ∂2 p

∂x2 + ∂2 p
∂y2 + ∂

∂z D⊥ z e−βF z ∂
∂z eβF z p (36)

where, for notational convenience,p = p r, t .

Fig. 19 shows the results for oxygen in POPC. The PMF (top panel), now referred to as 

FO2 z , varies qualitatively from that of water, Fw z  in POPC (Figs. 2 and 5). O2 is highly 

soluble in the center of the bilayer, as would be anticipated from its hydrophobicity. Upon 

crossing the barrier region near the head groups, it rapidly diffuses to the center of the 

bilayer. The two diffusion constants (middle panel) are similar, with D∥ z  a little larger than 

D⊥ z . D⊥ z  is also similar to that of water in a bilayer calculated by the same method (Fig. 

6). In both cases diffusion is slow near the head group, and rapid (approximately the same as 

in hexadecane) in the bilayer center. This is consistent with the electron density and 

fractional free volume (bottom panel of Fig. 19).

The potential energy minima and high value of D∥ in the bilayer center imply that O2 can 

travel substantial distances within the bilayer before exiting. To quantify this dynamics 

Ghysels and coworkers14 developed explicit expressions for characteristic times and lengths 

for normal and lateral diffusion within the context of the ISD model. As shown in Fig. 20, 

these are:τentr, the average time to reach the center of the bilayer from the water layer;τesc, 

the time to exit the bilayer from the center;τcross, the time between entering the bilayer on 
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one side and exiting the other side;L ∥ , entr, L ∥ , esc, and L ∥ , cross, the average lateral distance 

travelled during each of the preceding times. These are listed for POPC in Table 5. As 

expected from FO2 z , τentr ≪ τesc and by construction τentr + τesc = τcross. A particularly 

important observation is that L ∥ , esc is approximately 3 times the bilayer thickness. As 

consistent with the Poisson nature of the escape process (and thereby exponential 

distribution of escape times), there is a large spread in τesc and L ∥ , esc. The largest observed 

in the simulations (4 replicates of bilayers with 10 O2) are 297 ns and 437 Å, respectively. 

These are approximately 3 times the averages, so the maximum L ∥ , esc is 10 times the 

bilayer thickness.

The preceding results inform the modeling of a critical step in energy transduction in cells: 

the capture of oxygen by the intrinsic membrane protein cytochrome c oxidase (COX).
204–205 After entering the mitochondrial (or bacterial) membrane, an oxygen molecule can 

either laterally diffuse to the binding site of COX located near the membrane center or exit 

on either side without binding. The simulations reveal how the bilayer structure helps 

provide adequate time for O2 to locate the binding site. The potential energy barrier at the 

surface and minimum in the center trap the oxygen in the plane of the binding site, and the 

large free volume in the center leads to a high lateral diffusion constant. The permeabilities 

of O2 in DOPC and other bilayers computed with the ISD method are presented in Section 

7.

6. SYSTEM SIZE EFFECTS IN MEMBRANE SIMULATIONS

This Section concerns the effects of undulations and periodic boundary conditions (PBC) on 

evaluating membrane permeability of water and oxygen from simulation using the methods 

described in Sections 4 and 5.

6.1. Undulations

6.1.1. The General Problem.—Undulations in the membrane surface increase with 

system size. They can in principle affect the placement of dividing surfaces required for 

counting of transitions, and the evaluation of the potential of mean force required for the 

inhomogeneous solubility diffusion model.

Consider the sketches in Fig. 21. The top figure depicts a small system (approximately 72 

lipids) which is globally flat. The center of the bilayer (dotted line) is equidistant from the 

average water/bilayer surface (blue lines), and there is no ambiguity of the meaning of F z
with respect to the surface. When system size increases (Fig. 21, bottom), the local and 

average global surfaces differ in position, and, in this (exaggerated) example, the midplane 

extends beyond the average global surface. The potential of mean force calculated with 

respect to the average midplane (z = 0) will clearly not be representative of the system. 

While it is possible to remove the undulations,206–207 as is required when comparing 

simulations of large bilayers with x-ray scattering data, it is not trivial and not commonly 

done in other studies.
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6.1.2. Water.—The warning concerning undulations is not hypothetical. Fig. 22 plots 

Fw z  for DPPC for water from different sized systems (the N=72 result is included in Fig. 

5). Water is only sparingly soluble in bilayers, so Fw z  has a maximum in the center of the 

bilayer. For small systems, Fw z  is close to flat for |z| < 5 Å. Undulations in the larger 

systems bring the local water/lipid interface below the average global interface, and thereby 

narrow the PMF. The local structure of the bilayer remains the same for all sizes (e.g., the 

thickness h is constant), but the PMF calculated from a simulation will be corrupted if used 

without correction.

To assess the effect of undulations on MD simulation-based estimates of water permeability 

the results from trajectories of 12 different lipid bilayers at two different sizes, denoted small 

(mostly 72 lipids) and large (mostly 648), are compared here. The simulation protocols are 

reported in ref 38, which focused on the mechanical properties of these bilayers. Some of the 

simulations were extended and DLPC was added. The relevant system parameters are listed 

in Table 6.

Table 7 lists the number of transitions and permeabilities obtained from each trajectory. The 

95% confidence intervals (CI) for the number of transitions assume a Poisson distribution;
208 the standard errors on the permeabilities were estimated as the average 95% CI of the 

counts divided by 2. The number of counts ranges from 6 (POPG) to 49 (DPPC) for the 

small systems, which leads to standard errors of 15–46%. There are more counts in the large 

systems, and the standard errors in P are smaller, 6% for DPPC to 23% for POPE. The 

highest number of counts is for the DPPC, which is simulated at 50 °C, a temperature 

significantly higher than most of the other bilayers; PSM is simulated at 48 °C but is more 

tightly packed that DPPC and its permeability is much lower. A comparison of 

permeabilities from the large and small bilayer for each lipid shows the following: (1) the 

95% confidence intervals for small systems bracket the means for the large systems for all 

12 bilayers; (2) values of P are higher for the small systems in 7 cases and lower in 5; (3) a 

paired t-test between the two sized systems yields p = 0.46. All three measures indicate no 

statistically significant difference between the small (72–80 lipid) and large (648–720) 

systems, even though the calculated Fw z  varies with system size (Fig 22). This is because 

the dividing surfaces used to register transitions are placed outside of the region where Fw z

varies.

The situation for the Bayesian analysis (BA) described in Section 5.2 is not the same as for a 

counting method. Here the BA must develop Fw z  and D⊥ z  consistent with the 

Smoluchowski Equation (or ISD model) over the entire range of z. The resulting Fw z  for 

POPC plotted in Fig. 23 obtained by BA (solid lines) are close to those obtained by direct 

evaluation (dotted lines) for both large and small systems and show the same narrowing as 

systems size increases. This implies a potential problem with the analysis for larger systems. 

However, as will be shown in Section 7, because of poor sampling the statistical uncertainty 

in the permeabilities obtained from the BA is too large to allow satisfactory comparison of 

the small and large systems.
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6.1.3. Oxygen.—O2 is highly soluble in the bilayer, but there is a barrier separating the 

water and the interior (Fig. 19, top), as opposed to a barrier in the bilayer center for water. 

Fig. 24 plots the PMF for O2 from simulations of POPC bilayers with 72 (L=5 nm) and 288 

lipids (L=10 nm). Here the undulations reduce the barrier as the system size increases.

Table 8 compares τesc and L ∥ , esc (see Fig. 20) evaluated directly from the trajectory and 

with BA at two different dividing surfaces for the two system sizes. Though the averages 

calculated directly from the trajectory contain high uncertainty, their differences are not 

statistically significant; i.e., the average over the 4 simulations 〈τesc〉 = 43 ns and 

〈L ∥ , esc〉 = 139Å are within the error range of each simulation. 〈τesc〉 from the BA differ by 

over 20%, well above the 3% errors for the method, and as would be expected from the 

lowered barrier. The difference in 〈L ∥ , esc〉 are slightly less, but still larger than the statistical 

errors. Hence, as for water, direct evaluation of the properties which involves placing a 

“physically reasonable” dividing surface is relatively insensitive to the size variation 

examined here for counting methods. Much larger systems, as is commonly simulated using 

coarse grained models, would require more care. The Bayesian methods, while leading to 

higher precision, are also more sensitive to the effects of undulations.

The effect of undulations can be reduced by raising the dividing surface with respect to the 

bilayer/water interface so that the local dividing surface is always below the global one. This 

increases average escape times because some particles will need to travel through solvent 

before being counted as exiting the bilayer.

6.2 Periodic Boundary Conditions

6.2.1. The General Problem.—It was shown in Section 3 that effect of periodic 

boundary conditions on the diffusion of oxygen in simulations of neat octane, dodecane, and 

hexadecane is negligible when the edge lengths of the cubic cells are increased from L= 5 to 

10 nm). However, as will be reviewed below, effects of PBC on lipid and protein diffusion 

are huge for simulations of lipid bilayers of these sizes. Hence, the importance of these 

effects on diffusion of permeant-size solutes must be ascertained.

For a quick estimate of the PBC effect on diffusion in a homogeneous medium it is useful to 

write Eq. (20) as follows:

D∞ = DPBC + Dcorr (37)

where Dcorr is the correction. Assuming that the object is a sphere with friction described by 

Stokes’ Law with stick boundary conditions,

kBT
6πηa = DPBC +

kBTξ
6πηL (38)

Eqs. (37 and 38) yield the simple relationship:
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Dcorr

D∞ = ξa
L ≈ 3a

L (39)

Hence, for a particle with a = 1.6 Å (water-sized) in a 50 Å box, the Yeh-Hummer correction 

is approximately 10%. The correction is nearly 50%, for a lipid-sized particle (a ≈ 8 Å), but 

it can be reduced to 10% by a four-fold increase in L.

No such easy solution is available for diffusion in membranes. Here the hydrodynamics is 2-

dimensional, and the interactions are very long-ranged. It is well established that the 

diffusion of large membrane proteins209 is described by the Saffman-Delbrück (SD) model:
210

D =
kBT
4πηm

ln
ηm
n f a

− γ (40)

where a is the radius of the protein (assumed to be a cylinder spanning the membrane), ηm is 

the membrane surface viscosity, η f  is the bulk viscosity of the surrounding fluid, and γ is 

Euler’s constant. A generalization of the SD model for lipids (where the cylinder spans only 

half the bilayer) includes the value of the interleaflet friction.211 2-D hydrodynamics 

dominates below the Saffman-Delbrück length LSD = ηm/2ηf. Inserting parameters that are 

consistent with observed diffusion constants of lipids and proteins yields LSD = 100–200 

nm. This is vastly larger than the size of membranes in simulations, where L = 5–10 nm for 

all-atom systems. Camley et al.211 developed a theoretical treatment for the PBC effect for 

lipids and proteins in bilayers based on the SD model. While a thorough validation of the 

model is difficult, all-atom and CG simulations by Venable et al.212 and Zgorski and 

Lyman213 provide strong support. The results are sobering: diffusion constants of lipids are 

underestimated by a factor of 3 when L = 5 nm, and the underestimate for a large protein 

such as galactose transferase (R = 4 nm) is a factor of 10. An independently derived 

treatment by Vögele and Hummer214 predicts similar underestimates, and subsequent tests 

Vögele et al.215 on assorted large (>108 coarse-grained particles) systems further confirm 

the effects.

6.2.2. Water and Oxygen.—While the preceding results are of concern for large 

permeants, they are not necessarily relevant for small ones such as water or oxygen. 

Furthermore, as already shown in Section 3.3.2, the behavior of O2 in alkanes is not even 

well described by continuum hydrodynamics. Since a theory for PBC effects on normal and 

lateral diffusion of small permeants in membrane is not presently available, the level of 

artifacts must be determined empirically; i.e. the relevant properties must be evaluated for 

different system sizes and compared.

Hydrodynamic treatments for periodic boundary conditions such as those noted above 

predict that diffusion constants should increase as system size increases, which would 

increase permeability. The results in Table 7 indicate that there is no significant difference in 
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permeabilities of water in 12 different bilayers when the system size is increased from L ≈ 5 

nm to 15 nm. Table 8 shows simulation results for O2 for an increase of L from 5 to 10 nm 

when 〈τesc〉 and 〈L ∥ , esc〉 are calculated directly from the trajectory.

Hence, on basis of this arguably limited data set, it can be concluded that PBC effects are 

small for diffusion of water and oxygen in membranes. These results do not follow a priori 
from those obtained in Section 3 for oxygen diffusion in neat alkanes because membranes 

are not isotropic.

7. COUNTING, ISD, AND EXPERIMENT

This section presents tests of the inhomogeneous solubility-diffusion model for water and 

oxygen and comparisons with experiment.

Permeabilities for water and oxygen were obtained from the Transition-Based counting 

method described in Section 4.2. ISD-derived permeabilities for oxygen were calculated 

according the Bayesian analysis method reviewed in Section 5.2 and involved a joint 

refinement of FO2 and D⊥ z .13 This approach did not work well for water, where sampling 

in the hydrocarbon core was sparse. The BA was therefore adapted as follows: Firstly, the 

Monte-Carlo sampling was replaced by a maximum-likelihood estimation, allowing more 

efficient optimizations of the diffusion profiles. These optimizations were performed using 

an efficient derivative-free optimization method, the Covariance Matrix Adaptation-

Evolution Strategy (CMA-ES).216 Secondly, the free energy profiles were excluded from the 

optimization and obtained directly from the water distributions, in order to use the available 

transition data solely for determining the diffusion profiles. Thirdly, the diffusion profiles 

were approximated by low-order cosine series (4 to 6 cosine terms), avoiding unreasonable 

oscillations due to insufficient sampling. Finally, the diffusion profiles were extrapolated to 

infinite lag times over the range of six lag times ranging from 10 to 60 ps. Including six data 

points into this linear fit led to robust estimates for each of the twelve bilayers. Statistics of 

the permeabilities were obtained over four replicas per bilayer (100 ns each) and over the 

three different numbers of cosine basis functions.

Escape times and lateral distances of oxygen are obtained directly from the trajectory and 

from BA as described in ref. 14. The D⊥ z , D∥ z , and F z  obtained from BA presented here 

are appropriate to insert into the ISD model (Eq. (14)) for this test because they were 

obtained by globally optimizing the fit to the Smoluchowski equation, as opposed to, for 

example, a local method using umbrella sampling at selected points along the bilayer 

normal.

7.1 Comparison of Counting and ISD

7.1.1 Water.—Table 9 and Fig. 25 compare the permeabilities of the set of 12 bilayers as 

determined by counting and the BA. The 95% CI for BA are huge, extending from half to 

twice the average in most cases, and overlap the values from counting in all cases. No trend 

is evident. There is no evidence from this comparison that the ISD model is inaccurate, 
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though it will be of interest to compare the methods using data from much longer 

trajectories.

7.1.2. Oxygen.—Table 10 compares the permeabilities for two bilayers as obtained from 

Transition-Based Counting and the BA for POPC and a model of the lipid composition of 

the inner mitochondrial membrane, is denoted MITO. Four replicates were generated for 

each, and the simulations continued until each O2 exited the bilayer at least once. Here the 

permeabilities from the BA are quite precise because the bilayer interior is well sampled. 

The permeabilities from counting are somewhat lower than those from the BA reported in 

ref. 13, though the 95% confidence intervals are large.

In addition to the POPC (at 37 °C), MITO (37 °C), and DOPC (25 °C) bilayers containing 

oxygen just presented, De Vos et al.14 simulated 5 other bilayer/oxygen systems: DOPC 

(37 °C), and DOPC, POPC, and DPPC (50 °C) using the same protocol (4 replicates with 10 

O2).

As shown in Fig. 26, the 95% CI of τesc (a quantity related to P) and L ∥ , esc obtained 

directly from each system (labelled TRAJ) bracket the values obtained from BA (where the 

statistical errors are comparable with the size of the symbol). Hence, the results for τesc from 

any individual system would not allow the inference that there are systematic errors in the 

BA. However, note that the values of τesc for the BA are lower than those of TRAJ in 7 of 7 

cases. The nonparametric Wilcoxon sign-rank test217 indicates that the probability of this 

result occurring by chance is less than 0.05 (comparable to the probability of flipping 7 

heads in a row), indicating a statistically significant difference. While the average difference, 

approximately 20%, is relatively small, it does imply a systematic flaw in the ISD model for 

the permeability of oxygen and is thereby consistent with the underestimate for P shown in 

Table 10. As is evident from the potential of mean force shown in Fig. 19 top, O2 must cross 

a relatively narrow barrier in the head group region when exiting the bilayer. This is a case 

where a diffusion equation with a 1-dimensional potential along the bilayer normal might 

not adequately represent the underlying physics of the barrier crossing: the pathway might 

be multi-dimensional, and relaxation of the head group positions might be slow with respect 

to the oxygen. These effects could, in principle, confound accurate fitting by Bayesian 

analysis based on the ISD model. In contrast, values of L ∥ , esc show no such trend. This is 

because L ∥ , esc for O2 measures a distance which is mostly accumulated in the bilayer 

center, and complications at the interface do not change the average significantly.

7.2. Comparison of Simulation and Experiment

7.2.1. Water.—Table 11 compares the simulation and experiment for 5 of the bilayers. As 

anticipated from the too large free energy transfer of water to hexadecane, ΔGw h for the 

C36 FF (Section 3.3, Table 3), the permeability in bilayers simulated with the additive FF 

C36 substantially underestimates experiment. The errors range from a factor of 3 (DLPC, 

the shortest tails) to 4 (DMPC and DPPC, longer saturated tails) to 10 (DOPC and POPC, 

unsaturated chains).
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The large difference between simulation and experiment could, in principle, be explained by 

the presence of transient pores in the experiment. The significant water and ion leakage in 

bilayers has been observed experimentally near phase transitions has been attributed to such 

defects,218–219 and pores in bilayers can be generated by ultrasound electric fields (see 

Section 9.1.5). That stated, there is a strong consensus from experiment1, 16 that water 

permeation in non-stressed fluid phase bilayers is diffusive and single-molecule. 

Simulations, including the ones presented here, all arrive at the same conclusion. Water 

wires explicitly constructed in bilayers for exploratory simulations220–221 were shown to be 

energetically very unfavorable and short-lived. Hence, it is reasonable to attribute the 

discrepancies in Table 11 to simulation.

As will be shown for POPC in Section 8.1 with compartmental models, reducing the PMF in 

a manner consistent with the Drude polarizable FF considerably improves agreement with 

experiment. Additionally, Krämer et al.44 obtained the water permeability for DOPC in good 

agreement with experiment by modifying the water-alkane interactions in the C36 FF to 

match the free energy of transfer of water to hexadecane.

The permeability for DPPC from simulation listed in Table 11, 6.7 ± 0.4 ×10−3 cm/s, is 

approximately half that obtained with recent values obtained with other additive FF and 

methods (see Table 1 of ref. 223); i.e., these underestimate experiment by a factor of 2. It is 

worth revisiting the water permeability, 70 ± 30 ×10−3 cm/s at 77 °C, determined by Marrink 

and Berendsen9 in 1994. A united atom FF was utilized for the lipids which would be 

expected to lead to an overestimate of the water diffusion constant in the bilayer. The free 

energy maximum in the bilayer center, 26 kJ/mol (6.05 kcal/mol) is lower and more accurate 

than C36. The preceding factors (higher temperature, higher diffusion constant, and lower 

barrier) increase permeability. All things considered, their result is in impressive agreement 

with the others given the vintage.

While a satisfactory analysis must await simulations generated with a more accurate, likely 

polarizable, FF, the present results do yield insight into the observation of Nagle and 

coworkers12 that water permeability is proportional to lipid surface area. Fig. 27 plots the P 

versus surface area for the 10 of the 12 bilayers simulated here and the corresponding values 

obtained from experiment (DPPC and PSM are not included because they were simulated at 

higher temperatures than the others). While the simulated values are scattered, they do 

follow the trend. Fig. 28 plots the average number of water-carbonyl hydrogen bonds as a 

function of surface area for the bilayers shown in Fig. 27. From here it is clear that waters 

bind more readily to carbonyl groups at higher membrane surface area, including DOPG. 

The carbonyl frequently fluctuates below the C2 plane, facilitating direct contact of its 

associated water with the hydrocarbon interior of the membrane (see Fig. 3), and thereby 

lowering Fw z  and increasing the permeability.

7.2.2. Oxygen.—The simulated permeability of oxygen in a POPC bilayer is 26 cm/s at 

37 °C (Table 10). It substantially underestimates the experimental value224 of 157 cm/s at 

35 °C. While the latter is on the high side of experimental values225 in fluid phase bilayers, 

it is comparable to those obtained by Subczynski et al.226 for DMPC (125 cm/s at 29 °C) 

and DOPC (114 cm/s at 29 °C), and by Dzikovski et al.227 for DMPC (210 cm/s at 39 °C). 

Venable et al. Page 37

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Here the transfer free energy into the bilayer center is not the only problem. The water/

hexadecane partition coefficients of O2 from simulation (at 37 °C) and experiment45 (22 °C) 

are 17 and 8.2, respectively. Assuming that the partition coefficient (as opposed to the 

solubilities) is relatively insensitive to temperature, the simulated permeability should be too 

high, not too low. FO2 has a barrier at the bilayer/water interface (Fig. 19, top), and it is 

shown in Section 8.2 that the height of this barrier has a dramatic impact on the 

permeability.

Recent simulations of Pias and coworkers228 using an oxygen model based on the General 

Amber FF229 (an additive force field qualitatively similar to C36) also underestimated the 

permeability of O2 in POPC relative to electron paramagnetic resonance (EPR) estimates.
224, 226–227 They also raise the possibility of probe-related artifacts associated with the EPR 

oximetry measurements.228, 230 Marrink and Berendsen231 obtained 200 ± 50 cm/s at 77 °C 

for the permeability of O2 in DPPC in 1996, as would be expected given the higher 

temperature and united atom FF. The oxygen model used for these simulations is quite 

simple, two uncharged Lennard-Jones spheres. The realism of the model would be increased 

by adding a quadrupole moment108 as well as polarizability.

8. COMPARTMENTAL MODELS FOR WATER AND OXYGEN 

PERMEABILITY

Compartment models, introduced inSection 2.5, allow a quick estimate of permeability by 

dividing the bilayer into a small number of slabs with fixed permeant free energies and 

diffusion constants. The homogeneous solubility diffusion model is a single compartment 

model, and as shown in Section 2.2, a hexadecane slab provides an entry point for order-of-

magnitude modeling of the permeability in membranes. However, 1-compartment models 

are limited by the difficulty in assigning parameters that represent an average of the 

contributions from the head groups and chains, and 3-compartment models have been used 

in numerous studies.12, 28, 30, 232–234 This section develops a 3-compartment model for 

water and a 5-comparment one for oxygen to illustrate this style of modeling. A POPC 

bilayer is used for both examples. It useful to specify two critical dimensions obtained from 

simulations for this bilayer at 30 °C:38

dC2:C2 = 27.52 Å. This is the distance between the C2 carbons on the acyl chains on 

opposite leaflets which serves as an approximate measure of the hydrocarbon 

thickness in a bilayer. This quantity is close to 2DC defined by Nagle and 

coworkers.34, 235 It is not equivalent because 2DC is obtained from the Gibbs 

dividing surface236–237 (specifically, the methylene volume component at the 

bilayer/water interface is divided near its inflection point, as is easy to see in Fig. 3 

of ref. 34).

dP − P = 38.54 Å. The distance between the phosphate groups on the headgroups on 

opposite leaflets.
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Hence, when the bilayer center is placed at z = 0, the acyl chains of POPC are primarily 

located between ± 13.75 Å. The densest portion of the headgroup is the slab between the C2 

and P planes, and the outer edge of the bilayer is at ± 25 Å (Fig. 2).

8.1. Water

Figure 29 compares the PMFs Fw z  (top) and diffusion constants D⊥ z  (bottom) for water in 

the hexadecane slab and the 72-lipid POPC bilayer. While the heights and shapes of the two 

Fw z  are very similar in the center of the hydrocarbon regions (z = 0), the PMF in the 

bilayer is substantially broader. As already shown in Fig. 2, a POPC bilayer is highly 

solvated between the C2 and phosphate planes, and there is some water in the hydrocarbon 

region between the C2 planes. The D⊥ z  peaks at z = 0 are approximately 2.5 × 10−5 cm2/s, 

though the confidence intervals are broad (as anticipated from the results in Section 7.1.1); 

these peak values are nearly half that of water in hexadecane, 4.31 × 10−5 cm2/s. However, 

while D⊥ z  for water remains relatively constant in the hexadecane, D⊥ z  for water in the 

bilayer drops to approximately 0.5 × 10−5 cm2/s between z = 8 − 16 Å. These bilayer 

profiles are similar to those obtained in many previous simulations,9–10, 238–239 though not 

identical as expected from differences in the FF and methods, including uncertainties in the 

BA.

The preceding observations suggest that a 1-comparment model

1
P =

h1e
F1

D1
(41)

is sufficient to describe the permeability of water through the hexadecane slab simulated 

here but not the POPC bilayer (Fre f = 0 for the models used in this Section). Obvious 

parameter choices for the water/hexadecane system yield agreement with simulation (first 

row of Table 12). The first two models for POPC are:

M1:F1 = maximum of Fw z ; D1 = average of D⊥ z  in Fig. 27; h1 = dC2:C2

M2: as for M1, but h1 = thickness of plateau of Fw z  energies ≥ 0.9Fw, max

As shown in the next two rows of Table 12, the permeability for POPC is 50% too low from 

M1 and 100% too high for M2.

While agreement with simulation can be forced by assigning a compartment width between 

that of M1 and M2, it is physically reasonable to propose a 3-compartment model. Models 

M3 and M4 have the form:

1
P =

h1e
F1

D1
+

2h2e
F2

D2
(42)
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The two additional compartments (both labelled with subscript 2) are identical and describe 

the Gaussian-like drop off in Fw z  between the C2 plane and compartment 1. Perhaps 

unintuitively, the head group region is not explicitly included in the model. Fw z  outside the 

hydrocarbon region is near 0, and when exponentiated its contribution to the sum is 

negligible. However, the outer compartments are in direct contact with the headgroup region 

and mix with ester oxygens (and their associated water molecules). Consequently, these 

compartments are somewhat wet while compartment 1 is virtually dry.

M3 retains M2 parameters for compartment 1. The h2 and D2 were set as 2h2 = dC2:C2 − h1
(the remainder of the hydrocarbon-rich region), and the average value of D⊥ z  over this 

range. F2 is the effective free energy contribution from the “wet hydrocarbon” but is difficult 

to assign a priori because Fw z  is rapidly varying and exponentiated when calculating P. 

F2 = 8.3kBT 3 kBT lower than the peak  yields a permeability equal to that of the simulation 

(M3 entry in Table 12). The main point of this exercise is to demonstrate that a 3-

compartment model is a more natural fit for water than a 1-compartment model, and that all 

three compartments are located in the hydrocarbon region.

Armed with this analysis tool it is now useful to consider the experimental permeability of 

POPC, 13.0 ×10−3 cm/s, a value 10 times higher than obtained from the simulation using 

models M1, M2, and M3. As already discussed in Section 3.2, the present simulation was 

based on an additive force field and yields a free energy of transfer of water to hexadecane 

1.0 kcal/mol higher than experiment (Table 3). Hence, the natural first step is to lower the 

barrier in the center of the bilayer by 1 kcal/mol 1.7 kBT  in a 1-comparment model. This 

leads to P = 14.2 × 10−3 cm/s, slightly overshooting experiment. However, a second set of 

compartments with F2 = 5kBT yields agreement with experiment (M4, last row of Table 12.)

Fitting the other 11 bilayers discussed in previous sections to simulated and available 

experimental permeabilities using a 3-compartment model yields similar conclusions as 

those obtained for POPC: a 1-compartment model is not adequate; addition of two additional 

compartments allows physically reasonable fitting to target data.

8.2. Oxygen

Fig. 30 plots FO2 and D⊥ z  in water/hexadecane and a POPC bilayer, both simulated at 

37 °C.13 While the diffusion profile in POPC is similar to water (high in the bilayer center 

and low in the head groups), the PMF indicates that a compartment model for O2 

permeability will require 5 separate compartments to represent 3 distinct regions: (1) the 

bilayer center, where FO2 is low and D⊥ z  is high; and (2) the regions between the center 

and the headgroups, where D⊥ z  is low; and (3) the head groups, where FO2 is high. As 

expected, FO2 is essentially opposite in sign to Fw in the water/hexadecane slab; it also 

contains a shallow minimum at the water/hexadecane interface, like that found for ethane 

(Fig. 8 bottom). This is consistent with a density minimum and free volume maximum (Fig. 

19 bottom). The models for both systems are of the form:
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1
P =

h1e
F1

D1
+

2h1e
F2

D2
+

2h3e
F3

D3
(43)

It is instructive to develop a series of compartmental models for oxygen permeability in 

membranes by mapping the transformation from the water/hexadecane slab to a POPC 

bilayer; the permeabilities for these two systems were determined in ref. 13 to be 277 and 26 

cm/s, respectively. Now consider the following 5 models sketched in Fig. 31 and parameters 

and P listed in Table 13:

M1: Water/hexadecane slab. The model includes the dip in FO2 at the interface. 

Compartment 3 is water so that the net width is the same as the bilayer but 

contributes little to P. M1 captures water/hexadecane but is an unquestionably poor 

representation of a POPC bilayer.

M2: Replace the minimum at the water/hexadecane interface F2  with a barrier 

comparable to that in the POPC bilayer. This reduces P by a factor 3.

M3: Increase h2 to match the overall thickness of POPC. This barely perturbs P. 

(The barrier region is now described by F3 and D3)

M4: Reduce D3. Reducing the diffusion constant at the interface reduces P by a 

factor of 4 and provides a near perfect match to the value for POPC obtained from 

the simulation.

M5: Increase F2 and decrease D2. These minor adjustments to the chain regions to 

match the POPC profiles have negligible effect on P.

Hence, while the solubility of a permeant in the oily acyl chain region remains a crucial 

factor in permeability, the presence of a barrier at the membrane/water interface and the 

diffusion constant in the barrier region provide critical modulation.

9. RECENT DEVELOPMENTS

Table 14 is a compilation of papers reporting simulations of passive permeability published 

from 2015 (but not included in ref. 10) to 2018. The major topics, lipids, and methods are 

listed. At the risk of oversimplifying, the studies are divided into two broad categories, 

Theory and Methods, and Applications, and then various subcategories. The five 

reviews10, 178, 240–242 published in 2016 are excellent, and each provides a different focus as 

noted in Table 14.

9.1. Theory and Methods

9.1.1 PMF.—The simulations of oxygen and water presented as examples in this review 

were generated with conventional MD simulations; enhanced sampling was not required to 

obtain sufficiently converged PMFs (see Section 5.1.2 and Eq. (16)). However, this is not the 

case for many permeants of interest, and it remains essential to improve sampling. Sun et al.
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165 demonstrated agreement of the PMFs of ethanol generated with umbrella sampling, well-

tempered metadynamics180 and transition-tempered243 metadynamics, and concluded that 

convergence with the latter is quicker and more robust. The more complicated “triple-flip” 

2-D permeation pathway of the drug trimethoprim was also readily determined by transition-

tempered metadynamics165 and further analyzed.166 Pokhrel and Maibaum244 compared 

metadynamics, umbrella sampling, and replica exchange umbrella sampling. All methods 

were satisfactory for charge-neutral permeants, but replica exchange was superior for 

charged ones because of bottlenecks arising from head group interactions. Coimbra et al.245 

demonstrated that “flooding” prior to umbrella sampling improved convergence of PMFs for 

4 different drug molecules by providing more representative sets of conformations and 

orientations in each window.

Votapka et al.29 developed two results focused on obtaining permeability from milestoning, 

a method that naturally yields an estimate of the average first passage time for a permeant to 

cross the bilayer,τcross. The first relates τcross to the permeability and the PMF within the 

context of the ISD equation, thereby avoiding the need to calculate the position dependent 

diffusion constant. The second removes the assumption of overdamped dynamics. The 

formalism was tested using Langevin dynamics on a model system.

Nitschke et al.246 explored the sensitivity of the PMF to energy cutoffs in the force field and 

system size, and showed that effects of undulations can be reduced by using a center of mass 

definition based on a cylinder around the solute.

Yang and Kindt247 compared the free energy pathway for translocation of a large permeant 

though a uniform fluid phase bilayer, a fluid phase surrounded by a gel phase, and a 

“striped” two-phase system. In both two-phase systems the fraction of gel phase increased to 

accommodate the permeant, but differences in line tension at the gel/fluid phase boundary 

led to different free energy profiles. This result helps to explain the enhanced permeability of 

bilayers near their gel-fluid transition temperatures. More recent simulations by Cordeiro248 

explored modulation of permeation of water and ions by the hydrophobic mismatch at the 

boundaries of gel-like and fluid phases. Water permeation was shown to be diffusive and 

single-particle, and not significantly different from the fluid region of either DPPC or DPPE. 

Na+ transport was strongly facilitated by transient pores at the boundaries. These results help 

to reconcile the seemingly inconsistent experimental data regarding water permeability 

discussed in Section 7.2.1. A second set of simulations showed significant leakiness at the 

boundary of liquid ordered (DPPC and chol) and fluid (POPC) phases and informs the 

analysis of permeation in cells.

Zhang et al.249 determined the PMF of Na+, K+ and Cl- across POPC using 2D umbrella 

sampling. The permeation pathways are defined by collective variable involving the ions, 

water and lipids. Both cations translocate by a pore-like pathway, with P = 0.8 × 10−15 cm/s 

for Na+ and 3.3 × 10−15 cm/s for K+; the bilayers, however, were relatively unperturbed. 

These permeabilities substantially underestimate the experimental range16, 250–252 of 0.02–

3.5 × 10−12 cm/s. This discrepancy is partially explained by the work of Vorobyov et al.,167 

who showed that large distortions of the bilayer surface are required to obtain reasonable 

agreement of simulation and experiment. The lack of polarizability might also be a factor. In 
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contrast, the simulations revealed two pathways for the chloride: one along a water wire 

spanning the bilayer (P = 0.6 × 10−15 cm/s) and one in a small cluster of waters (P = 16 × 

10−16 cm/s). The latter is within the range 6.5–55 × 10−12 cm/s obtained by most of the 

experiments and supports the cluster mechanism. It will be important to revisit the 

mechanism of ion permeation with polarizable force fields.

9.1.2. Diffusion.—The other term in the ISD model is the position dependent diffusion 

tensor. Many of the recent findings and challenges in diffusion calculations are summarized 

in more detail in Sections 5.1.3 and 5.2. Gaalswyk et al.199 compared methods that are based 

on the generalized Langevin equation and thereby allow a more accurate description of the 

underlying inhomogeneity in the lipid bilayer. GLE methods incorporate, for example, the 

effects of fractional viscosity-dependence on diffusion of small solutes described in Section 

3.3.2. Chipot and Comer152 presented evidence of subdiffusion of small permeants in 

membranes, and proposed a fractional Smoluchowski equation to model this dynamics. 

Ghysels et al.13 extended Hummer’s198 Bayesian method to determine both D⊥ z  and D∥ z , 

and De Vos et al.14 developed a formalism to evaluate characteristic time and lengths within 

the context of the ISD model (see Section 5.2). De Vos et al.253 also used the preceding 

Bayesian methods to determine the effects of unsaturation and temperature on oxygen 

diffusion in DPPC, POPC, and DOPC bilayers. D⊥ and D∥ are highest at the midplane for 

DPPC and lowest for DOPC, as consistent with their electron density profiles; i.e., the 

interface between leaflets is sharper for the saturated lipids.

Su et al.254 simulated large vesicles with asymmetric salt concentration; the flux depended 

on the location of the salt (inside or outside of the vesicle) and the flux ratio varied 

significantly with salt concentration. Salih and Matthai137 used a double bilayer similar to 

that presented in Section 4 in their study of ion permeation and pore formation under 

electrochemical gradients.

In a more application-oriented study, Ghaemi et al.255 evaluated the time-dependent flux of 

anti-HIV drugs efavirenz and etravirine, and ethanol through a POPC bilayer with bias 

exchange metadynamics, and demonstrated a significant difference in the two quantities. 

This result indicates that a retention factor should be included in the interpretation of the 

Caco-2 assay, which is used to evaluate the ability of compounds to cross the intestine-blood 

barrier based on the initial rate of concentration change as opposed to the steady state flux.

9.1.3 Force Field.—As discussed in Section 3.1, an accurate lipid force field is critical 

for simulations of membrane permeability. Sajadi and Rowley82 tested the effects of 

replacing TIP3P water by the more refined TIP3P-FB and TIP4P-FB models256 in 

simulations of POPC using the C36 FF (which was developed with TIP3P). While some 

membrane properties were relatively unchanged, the better models did not improve 

agreement with experiment regarding permeability, highlighting the difficulty of changing 

an already highly tuned force field.

Using simulations based on explicit and implicit polarization, and a thermodynamic cycle to 

estimate a position-dependent pKa, Zhu et al.257 predicted that 2-aminoethoxydiphenyl (2-
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APB) borate changes protonation state along the path of membrane permeation. The authors 

further explored the balance of entropy and polarity in 54 analogs of 2-APB. The 

protonation state was also found to have a substantial effect on the PMFs for amitriptyline 

and clozapine,258 and the partitioning of naratriptan.259 These results provide additional 

motivation for the application of constant pH methods (see Section 3.1) to simulation studies 

of membrane permeation.

Krämer et al.44 showed how the Lennard-Jones interactions between water and 

hydrocarbons in assorted additive models can be rapidly optimized to yield the 

experimentally observed ΔGw h using water/hexadecane slabs similar to those described in 

Section 3.2 and free energy methods. Such tuning of individual interaction pairs provides a 

means of accounting for changes to the local environment in an additive FF, and thereby 

captures a critical aspect of polarizability. In a proof of concept, applying the modification to 

TIP3P leads to agreement with experiment for water permeability in a DOPC bilayer, 

rectifying the factor-of-10 underestimate obtained by the unmodified version of C36 (see 

Section 7.2.1). This approach provides a low-cost, though admittedly incomplete alternative 

to polarizable FF. Transferability of parameters is not assured, and is should be confirmed 

that other properties (e.g., the bilayer surface area) have not been overly perturbed by the 

modification.

9.1.4 Kinetic Models.—As reviewed in Section 2.5, the ISD model can be discretized 

into a small number of compartments spanning the entire membrane. However, the 

individual compartments are still defined by the diffusion constants and free energies, the 

fundamental parameters of the ISD model. Kinetic models also divide the membrane into 

compartments but, rather, develop rate constants for passage between the compartments. 

This flexibility is attractive because it allows a focus on the underlying physics of each set of 

rate constants. Dickson et al.31 developed their model to capture the three critical processes: 

membrane entry (partitioning), flip-flop across the hydrophobic membrane core, and 

membrane exit. Potentials of mean force and diffusion constants for 7 different aromatic 

drug compounds were obtained by MD simulation, and the rate constants for these events 

were determined by Markov State modeling. (See Pande et al.260 for an introduction to 

Markov State modeling in simulations). For each permeant, 200 unbiased simulations of 

approximately 25 ns were initialized at metastable states in the bilayer core and water phase 

to obtain transition probabilities and mean first passage times between these states. The 

resulting mechanistic model was then used to develop structure-kinetic relationships for 

passive permeation.

9.1.5 Drug Development.—This subsection combines high-throughput screening, and 

accelerated delivery methods.

Effective high-throughput screening requires simple solvent systems that effectively mimic 

the partition coefficients of cells. Menichetti et al.261 used simulations of CG models of 

water/octanol and a DOPC bilayer to develop linear relationships between the partition 

coefficient and key features of the PMF. This enabled a rapid screen for over 400,000 

compounds. The study of Bannan et al.114 on calculating partition coefficients of small 
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molecules in water/octanol and water/cyclohexane provides useful background for those 

planning such studies. In their combined experimental and simulation study, Loureiro et al.
262 show that liposomes are superior to micelles, and both are superior to the traditional 

water/octanol system. The authors also demonstrate good agreement with the experimental 

partition coefficients predicted using the program COSMOmic, an extension of COSMO-RS 

for anisotropic systems such as micelles and membranes.263 Rocco et al.264 developed an in 

silico screen for skin permeability using the relatively old simulation technique of steered 

molecular dynamics to rapidly probe the response of SC model bilayers to different 

permeants. Using a learning set of 80 compounds and, in essence, determining the average 

parameters for the homogenous solubility-diffusion model yielded good correlation of 

predicted and experimentally determined permeabilities. Correlative analysis showed the 

importance the water/lipid interface and temperature effects in the predictive power of the 

model.

Permeation can be enhanced by ultrasound, electric fields, gold nanoparticles, and polymers. 

To understand the underlying mechanics of sonoporation, Fu et al.265 simulated the effect of 

the collapse of different sized bubbles in contact with a POPC bilayer. The resultant shock 

waves lead to a substantial invagination of the bilayer and increased water permeation. 

Bogaerts and coworkers266 determined that electroporation is enhanced in bilayers 

containing native and oxidized DOPC. They also demonstrated that permeation of reactive 

oxygen species (OH, H2O, H2O2, and O2) is increased in these bilayers even without an 

applied electric field. Gupta and Rai267 presented a systematic study of electroporation on 

models of the stratum corneum (the outer layer human skin). Variables included system size, 

lipid composition, and field strength.

Gold nanoparticles can pass though membranes, and therefore functionalized nanoparticles 

(NPs) are under development for targeted drug delivery.268–269 To understand the 

mechanism of entry and reduce the cytotoxic effects of NPs, Oroskar et al. carried out CG 

simulations of alkanethiol270 and polyethylene glycol (PEG)271 functionalized gold particles 

(AuNPs); the PEGylated NPs were shown to reduce water and ion permeation and lipid flip-

flop. Rai and coworkers investigated permeation of AuNPs though a CG lipid bilayer 

serving as a model of the stratum corneum. They determined that the optimal AuNPs are 2–

3 nm in diameter272 with neutral hydrophobic functional groups.273 Further simulations274 

showed ready permeation of horseradish peroxidase conjugated to a 3 nm AuNP, but an 

unconjugated protein was blocked. Permeability of the stratum corneum is reviewed further 

in Section 9.2.3.

The combined experimental and simulation study of Teixeria et al.275 explored the 

enhancement of permeability of local anesthetics through skin by serine-based surfactants. 

The simulations were used to locate the positions in the bilayer of the different surfactants 

and to compare their effects on the lateral diffusion of the lipids (a probe of overall mobility 

of permeants in the bilayer).

Another consideration in the general design of nanoparticles is the ratio of hydrophobic and 

hydrophilic surface area. Werner and Sommer276 estimated the permeability of random 

block copolymers with mixtures of hydrophobic and hydrophilic beads in a DPPC-like CG 
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bilayer from lattice-based Monte Carlo simulations. Optimal partitioning to both sides of the 

bilayer was obtained with a hydrophobic fraction of approximately 0.6. This study informs 

the design of drug “carriers” as well as the translocation of peptides. Similarly, Gupta and 

Rai277 determined that a 2:1 hydrophobic/hydrophilic ratio is optimal for nanoparticles used 

for transdermal delivery. These authors also explored the use of fullerene as a candidate for 

delivery across the stratum corneum.278 However, aggregation became a concern as 

concentration increased, supporting the proposal that a nonnegligible faction of the 

nanoparticle surface should be hydrophilic.

9.2. Applications

9.2.1 Homogeneous Bilayers.—Chipot and coworkers158 applied their recently 

developed treatment of the fractional Smoluchowski Eq. to the permeation of 4 short-chain 

alcohols in POPC bilayers. Their permeabilities followed the order (methanol < ethanol < 

propanol < butanol) in good agreement with notion that solubility in the bilayer increases 

with chain length. Subdiffusion contributed substantially to the permeability, providing 

another example of the limitation of the ISD model. Of concern is that the simulated 

permeabilities are 3–4 orders of magnitude larger than experimental values obtained in 

SOPC bilayers.279 This discrepancy is difficult to explain by force field and other technical 

issues related to the simulation, and the differences between POPC and DOPC. It is possible 

that differences between the experimental and simulated systems are at play. For example, 

alcohols expand the bilayer in a concentration dependent manner, and the kinetics in the 

experiment involves transients that could confound the interpretation.

Lee et al.280 carried out an experimental and simulation study of blocked forms of three 

aromatic dipeptides. The peptides adjusted their conformation to the environment and 

carried waters into the bilayer center; side chain rotation was especially restricted in the 

membrane/water interface. Experimental values of permeability ranged from 6–55 × 10−7 

cm/s. A much wider range (3 × 10−7 to 1 × 10−4 cm/s) was obtained by simulation, thereby 

providing good targets for future theoretical studies.

The next three studies focused on known drug molecules. Orally active drugs commonly 

contain aliphatic amines (AA) and carboxylic acids (CA),281 both of which can be charged 

or neutral. Oruc et al.282 compared the permeability of the neutral vs. ionized forms of 

dyclonine (a representative AA) and phenylbutyrate (a CA) and nicely demonstrate how the 

dual nature of these classes of compounds supports their function: the ionized states are 

soluble in water but only the neutral states freely cross the membrane (P > 1 cm/s). The 

PMFs were also found to be 2-dimensional, further supporting that notion that alternatives to 

the simple ISD model are required. In contrast to dyclonine and phenylbutyrate, Ribeiro et 

al.283 showed how the highly polar drug piracetam changes its solution conformation by 

forming an internal hydrogen bond when in the hydrophobic core of the bilayer. Chen et al.
284 showed that the permeation pathway of bisphenol begins with a monomer state bound to 

the bilayer/water interface. As concentration increases, bisphenol clusters, migrates to the 

bilayer center, and forms a pore. Bisphenol is highly cytotoxic and its method of permeation 

into cells is therefore of considerable interest. It is possible that the pores are related to the 

toxicity of this compound.
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N-palmitoyl-sphingomyelin (PSM) bilayers have extensive intramolecular hydrogen-bond 

networks67 making them substantially more rigid than bilayers composed of most other 

lipids.38 Kumari et al.285 showed that ethanol expands the PSM bilayers (partly by 

disrupting the H-bond network), increases water permeability, and ruptures the bilayer at the 

highest concentrations. In contrast, acetone and DMSO have little effect at low 

concentration, and stabilize PSM bilayers at higher concentration. PSM is an important 

component in liquid ordered phases of lipids,286–287 and these results lend insight as to how 

small molecules modulate the stability of lipid rafts288 in cells.

9.2.2 Stratum Corneum Models.—The stratum corneum (SC) is the outermost layer 

of the epidermis (skin). Its thickness is generally 10–30 μm,289 though, not surprisingly, it is 

much thicker (~200 μm) in the palm. The SC is organized in a “brick and mortar” 

arrangement consisting of dead cells with no nuclei or organelles (the “bricks) in a 

multilamellar lipid matrix composed of a mixture of ceramide (CER) of many different 

chain lengths, free fatty acids, and cholesterol in a gel-like phase (the mortar).290

Simulating the stratum corneum is particularly challenging. To begin, the lipid matrix 

multilayer appears to be an arrangement of “long” and “short” periodicity phases in a 

sandwich-like arrangement,291 but many molecular-level details required to initiate 

simulations remain unclear. Hence, most simulations to date have been based on the bilayer 

arrangement. Secondly, the layers contain regions of gel-like phases. Gel phases of even 

pure lipids are difficult to simulate because chains and headgroups are tightly packed (gel 

surface areas are approximately 25% lower than that of fluid phases34) and small errors in 

initial conditions can lead to unphysical chain tilting.292 Furthermore, while accurate 

experimental data are available for the gel-phase chains,32 there is little information on head 

group orientation. Finally, the dry and condensed nature of the SC greatly increases the time 

scale of diffusion. All the simulation studies described in this subsection used approximately 

the same lipid composition for their model SC, though they ranged from coarse-grained, to 

united, to all-atom. The screening tool for permeability in the SC developed by Rocco et al.
264 was already described in Section 9.1.5.

Paloncyova et al.293 examined the experimental observation that the maximum permeability 

for SC composed of CER with 4–8 carbon chains. It is shown that these shorter chains do 

not incorporate into the lipid matrix and thereby disrupt the surface. The disruption is 

removed by either increasing or decreasing the chain length.

Two separate studies294–295 focused on how menthol ((1R,2S,5R)-2-ispropyl-5-

methylcyclohexanol) increases permeability of skin. Both show that menthol readily enters 

bilayer and locally fluidizes the interior. At higher concentrations (easy and sufficiently 

interesting to simulate), it disrupts bilayer structure. Qiao and coworkers296 examined 

borneol, another natural permeation enhancer, using a similar approach. Borneol also 

segregates to the bilayer center and enhances permeation at low concentration. However, at 

high concentration it promotes pores and reverse micelles, reminiscent of the “carpet 

mechanism” for antimicrobial peptides.297
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Del Regno and Notman298 present a novel and interesting model for the low permeability of 

water and other polar compounds though the SC based on three important observations from 

their simulations. First, water is trapped in discontinuous pools at the lipid headgroups in the 

low hydration (2 waters per lipid) environment of the SC and is therefore unable to form a 

continuous phase between lamella. Consequently, there are “dry regions” between the 

bilayers. Second, cholesterol-rich domains (spontaneously formed in the simulations) show 

higher permeation than the surrounding regions, as consistent with their higher free volume. 

Third, lateral diffusion of the permeant in the interleaflet plane is relatively unhindered (see 

Section 5.2 for a related discussion of O2 dynamics in the bilayer midplane). The authors 

propose that the most probable permeation path for a small polar molecule starting from the 

center of a particular layer is: (i) diffuse laterally until reaching a cholesterol rich domain; 

(ii) diffuse to the head groups along the surface normal; (iii) diffuse to the next layer through 

a dry region in what is the rate limiting step.

In addition to their work using electroporation267 and nanoparticles272–274, 277–278 for 

delivery of permeants through the SC, the Rai group examined three other topics related to 

permeability in the SC. In an outstanding comparative study, Gupta et al.299 calculated the 

permeability for 12 different permeants, and compared the results of 10 with experiment 

(experimental values for DMSO and O2 were not available). While simulations reproduce 

the general trend (the hydrophobic set is more permeable than the hydrophilic set), except 

for urea the quantitative agreement is poor. Experimental values are approximately 10−5 – 

10−8 cm/s for the hydrophilic compounds, and the simulated values are 100 times larger. P 
for the hydrophobic compounds are ~10−4 dyn/cm from experiment and order 1 from 

simulation. The 25 dyn/cm reported for O2 is close to values obtained in fluid phase bilayers 

by recent simulations (see Section 7.7.2). These substantial overestimates of P appear to 

support the model of Del Regno and Notman described in the preceding paragraph; i.e., the 

simulations under discussion may not have had have the length, size, or composition to form 

local domains. Gupta et al.300 also examined effect on permeability when leaflets contain 

CER of different chain length. Shorter chains do not interdigitate, and thereby form voids in 

the bilayer center that increase permeability. Permeability is reduced for combinations of 

chain lengths that allow indigitation. Lastly, Gajula et al.301 developed a multiscale approach 

wherein diffusion constants obtained from simulations are used as input for macroscopic 

models to predict permeability. Results for caffeine, fentanyl, and naphthol agree well with 

experiment.

9.2.3 Other Mixed Bilayers.—Three different groups228, 302–303 published simulations 

on the effect of cholesterol on oxygen permeability and arrived at very similar conclusions. 

As cholesterol content increases the barrier in the PMF at the bilayer/water interface 

increases and the minimum at the bilayer center deepens, and the permeability decreases. 

This result can be rationalized by the compartmental model of O2 presented in Section 8.2, 

where the barrier height was shown to be a strong modulator of permeability. Plesnar et al.
303 showed that the permeability is reduced 20-fold in pure cholesterol domains, an 

important consideration regarding eye-lens membranes. Conversely, Van der Paal et al.302 

point out that the low cholesterol concentration in cancer cells is consistent with their 

increased permeability to reactive oxygen species. These authors also present results for 
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water, hydrogen peroxide, and hydroxyl ion. Dotson and Pias304 showed how the presence 

of a potassium channel reduces the permeability of oxygen by altering the diffusion path and 

local diffusivity. The effects of integral membrane proteins must ultimately be considered 

when modeling oxygen diffusion in the protein rich mitochondrial membranes.

Palaiokostas et al.305 calculated permeabilities of 13 molecules in two different bilayers, 

DOPC and a 3:1 DOPC:DOPE mixture. Their simulations show that the presence of DOPE 

reduces permeability for the smaller molecules but increases permeability for the larger 

ones. It is tempting to relate this result to differences in the spontaneous curvatures of the 

two bilayers. By way of background, DOPE is called a “non-lamellar” lipid because it favors 

highly curved inverse hexagonal phase over the lamellar (bilayer) phase.306 Bilayers with 

DOPE and similar lipids have negative spontaneous curvature,307 which is the propensity of 

the leaflets to form concave (inward-curving) surfaces relative to the head groups. Such 

“curvature frustration” is associated with remodeling of cell membranes.308 In contrast, the 

spontaneous curvatures of leaflets in DOPC bilayers are near zero (they prefer to be flat).307 

However, continuum-style modeling of these results will need to include the contribution 

from compression forces.309 This is because DOPE reduces the surface area310 which 

correlates with reduced permeability.11

DeMarco et al.311 obtained partition coefficients and permeabilities for the antiarrhythmic 

drug d-sotalol in its cationic and neutral forms in POPC and POPC/POPS bilayers. Facile 

passive translocation is predicted for the neutral form, but not the charged. Of note is that the 

barrier for translocation of the neutral permeant is raised by nearly 1 kcal/mol when POPS is 

added to the bilayer. This speaks to the importance of simulating with lipids mixtures more 

resembling the target cellular membrane.

Permeability though gel phase bilayers is typically 1 to 2 orders of magnitude lower than in 

fluid phases.24, 219, 312 Gel phases provide an important point of reference for x-ray 

analysis34 and their tight chain packing can provide insight to liquid ordered phases.159 

Hartkamp et al.313 simulated mixtures of DSPC gel phase, and the emollient isostearyl 

isosterate (ISIS) or assorted long-chain long alcohols to examine the relative importance of 

hydrogen bonding and chain packing on water permeation. The permeability in pure DSPC 

is 1.4 ×10−8 cm/s at 32 °C (dramatically lower than fluid phase values, as expected) and 

approximately 60 times lower than experiment219 at 20 °C (again pointing to likely 

problems in the FF). The response to added components varies: permeability is reduced in 

7:1 DSPC:ISIS and increased in a 1:1 mixture; permeability is also reduced by 12 carbon 

alcohols but not changed by those with 18 and 24 carbon chains. A hydrogen bond analysis 

indicates that the head group region is a critical modulator of water permeability for these 

systems.

Gram-negative bacteria have two membranes.4 The outer membrane is asymmetric, with the 

lipid composition of the outermost leaflet primarily lipopolysaccharides (LPS) and some 

phospholipids, including cardiolipin (a lipid with two phosphate groups and 4 acyl chains); 

the composition of the inner leaflet is mostly glycerophospholipids (as opposed to 

glycolipids). The inner (or cytoplasmic) membrane is primarily a mixture of PE and PG. 

Transport of solutes though the outer membrane is primarily though protein channels 
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because passive permeability is much lower than that of the inner membrane. As would be 

expected, there is considerable interest in designing antibiotics that can passively diffuse 

through both the outer and inner membranes. There are three simulation studies of lipid only 

models of these membranes to report here.

Carpenter et al.314 modeled the asymmetric outer membrane with 8:1 LPS:cardiolipin on the 

outer leaflet, and 9:1 PE:PG on the inner leaflet. They evaluated PMF for three hydrophobic 

(hexane, ethane, benzene) and two hydrophilic (ethanol, and acetic acid) permeants. Those 

for the hydrophobic set are very asymmetric, with shallow minima at the phospholipid 

headgroups, broad minima in the interior, and large barriers at the LPS headgroups. The 

hydrophilic set shows less asymmetry, with a barrier in the bilayer center and minima on 

both sides. The PMF for ethanol in the inner leaflet is shown to be close to that of a pure 

DOPC bilayer. Turning to the Gram-negative inner membrane, Lim et al.315 simulated the 

effects of 1-octyl-3-methylimidaxolium (OMIM+) on the structure and permeability of a 

model composed of 4:1 POPE:POPG. It is shown that OMIM+ readily binds to and thins the 

membrane and thereby facilitates a 7-fold increase in its permeability to ammonia. Zhou et 

al.316 modeled the membrane with a similar composition, 3:1 POPE:POPG, and obtained 

permeabilities for thiols and thiol/mercury complexes. P = 8.1 × 10−5 and 1.6 × 10−5 cm/s 

for CH3Hg-SCH3 and CH3S-HgII-SCH3, respectively, supporting the proposal that 

nonionized mercury containing compounds can permeate the bacterial inner membrane.

The simulations of Vermaas et al.317–318 focus on an important industrial application: 

nondestructive product recovery from genetically engineered microbes into an organic 

phase. Their simulation system contains a bilayer composed of PC, PE, PS, phosphatidyl 

inositol, phosphatidic acid, and sterols (a mixture modeling the composition of a yeast 

membrane) in contact with a dodecane sublayer (the solvent used for extraction). The 

methods combined biased and unbiased simulations, a detailed analysis of PMF and 

diffusion constants, and permeabilities calculated from the preceding profiles. The 

simulations of assorted fatty acyl permeants (acids, alcohols, aldehydes, alkanes, and 

alkenes)317 showed that oxidation facilitates extraction into the dodecane layer. Independent 

considerations of reactivity and toxicity lead to the conclusion fatty alcohols are optimal. 

Subsequent simulations on terpenoids318 indicated that extraction into organic phases is 

relatively oxidization independent, though oxidation does accelerate permeation into 

aqueous phases.

10. SUMMARY AND CONCLUSIONS

The underlying theme of this Review is that simulations can contribute to the understanding 

of membrane permeability as long as one understands the simulations.

Section 2 reviewed the framework for describing permeability. Fick’s First and Second Law 

lead to the homogeneous solubility-diffusion (HSD) model, P = KD/h, where the essential 

elements, the permeant partition coefficient K and diffusion constant D, and the membrane 

thickness h, are constants. Overton’s observations provided the critical link between the 

membrane permeability and the partition coefficient in organic solvents over 50 years before 

the structure of membrane was established. The Smoluchowski Equation leads to the 
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inhomogeneous solubility-diffusion (ISD) model, where the constants in the HSD are 

replaced by detailed profiles in the membrane. Section 2 closed with an analysis of the HSD 

for water. Simple simulation techniques for calculating the free energy and electron density 

profiles reveal the limitations of this assumption for K and h, and more advanced techniques 

show the limitation for D. As shown in Table 2, plausible ranges in each of the three 

parameters lead to a water permeabilities that range from 0.0009 to 0.013 cm/s. While the 

preceding factor of 14 range brackets relevant experimental results for most fluid phase 

bilayers (those with polyunsaturated lipids or cholesterol are not included), it demonstrates 

that the HSD model is not generally reliable for better than order-of-magnitude estimates.

Section 3 presents results from simulations of simple systems to provide insight into three 

issues relevant to studies of permeability: errors in the force field (FF); fractional viscosity 

dependence of small molecules in alkanes; and periodic boundary condition (PBC) artifacts. 

Following a brief review of additive and polarizable FF, Section 3.2 considers a water/

hexadecane slab, a primitive model of a bilayer. The analysis is mostly for the CHARMM 

additive force field, C36, though some is for the CHARMM polarizable force field, denoted 

“Drude”. The most fundamental problem to emerge for C36 is that the water to hexadecane 

transfer free energy ΔGw h for water overestimates experiment by 1 kcal/mol, and that of 

ethane underestimates experiment by 0.4 kcal/mol (Table 3). Hence, water is not sufficiently 

soluble in alkane, and alkane is not sufficiently soluble in water for C36. The immediate 

implication of these errors is that permeabilities calculated for water will be too low and for 

ethane too high, assuming no cancellation of errors. A more fundamental concern is that the 

balance of interactions, carefully tuned when developing C36, overestimates the 

hydrophobic effect, that manifestation of the mutual dislike of hydrocarbons and water. This 

result might be anticipated for additive FF such as C36. The charge distributions on atoms 

are fixed, and thereby remain the same when a polar molecule such as water enters the acyl 

chain regions of membranes. Polarizable force fields allow such adjustments, and ΔGw h

calculated using Drude for water and ethane are much closer to experiment (Table 3). The 

next generation of lipid FF, which will include polarizability, long range Lennard-Jones 

interactions, and possibly higher order charge distributions (quadrupole and octupole), will 

lead to much needed improvements. In the meantime, simulators evaluating permeability 

would be wise to compare ΔGw h from simulation and experiment when possible.

The examination of FF continues in Section 3.3.1, with an evaluation of the viscosity of 

hexadecane at 30, 37 and 50 °C, a temperature range that brackets most bilayer studies. The 

C36 FF reproduces the experimental temperature dependence (Fig. 9), but underestimates 

experiment by approximately 20% (falling between pentadecane and tetradecane). The 

addition of long-range Lennard-Jones interactions improves agreement, especially for the 

Drude FF. While viscosity is an important determinant of diffusion, the diffusion constant 

only enters linearly into the permeability. Hence, even the 20% error in viscosity for C36 is a 

substantially smaller concern than the 1 kcal/mol error in ΔGw h. Furthermore, 

improvements in the FF related to viscosity are relatively easier to implement by adding 

long range Lennard-Jones terms.
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Section 3.3.2 presents simulations of oxygen in homogeneous systems of octane, dodecane, 

hexadecane, and water using the C36 FF. The simulations reproduce the experimentally 

observed fractional viscosity dependence (Fig. 10), and thereby provide good support for the 

potential, despite the issues with water solubility noted above. Furthermore, fractional 

viscosity dependence indicates the presence of subdiffusion, and is reflected in the mean-

squared-displacement (msd) of O2 at short times (Fig. 11). This short-time dynamics must 

be taken into account when using the msd to estimate diffusion constants of small permeants 

in bilayers.

The last topic in Section 3 concerns the effects of periodic boundary conditions (PBC) on 

diffusion, and therefore permeability. Section 3.3.3 begins testing on homogeneous systems 

noted in the preceding paragraph. Table 4 indicates that PBC effects are present for oxygen 

diffusion in all four solvents for box-length L = 30 Å but are near negligible for L= 50 Å and 

100 Å (the typical sizes of bilayer lengths in all-atom simulations). The Yeh-Hummer (YH) 

correction based on classical hydrodynamics does not appear to apply to O2 diffusion in 

alkanes, a likely ramification of subdiffusion. In contrast, as shown in Section 3.3.4, the YH 

correction holds for water, a less porous solvent. These results set the stage for the 

discussion of membrane PBC effects in Section 6.

Section 4 shows how permeability of water can be calculated from simulations by directly 

evaluating the flux or the transition rate of a permeant though the membrane, and relating to 

experiment using Fick’s Law. The former, or Flux-Based (FB) method, involves monitoring 

the numbers of permeants in a second compartment for a double bilayer setup (Figs. 13 and 

14) or in an image cell (Fig. 15) for a single bilayer. The latter, or Transition-Based (TB) 

method, involves counting transits in either direction. Both methods work well for water. 

The TB is more generally applicable, as shown here for oxygen (which is highly soluble in 

the bilayer and thereby confounds the FB method). Nevertheless, simulations of a double 

bilayer and analysis with the FB method has pedagogical value, and this geometry will be 

increasingly practical as computer power increases. The FB method may indeed be 

preferable for systems far from equilibrium, and in cases where trajectory frames are saved 

at infrequent intervals.

Section 5 reviews theoretical methods that relate to the dynamics of the permeant in the 

membrane via the inhomogeneous solubility equation, including new work related to lateral 

diffusion in the bilayer and a Bayesian Analysis (BA) method that was applied to water and 

oxygen permeation. The accurate calculation of potentials of mean force F z  and position 

dependent diffusion constants D⊥ z  and D∥ z  of permeants in membranes remains an active 

topic of research. Results for both vary substantially among different methods, and it will 

therefore be helpful to compare the calculated permeabilities to the model-free estimates 

from the counting methods when feasible.

The methods described in Sections 4 and 5 have different advantages and disadvantages. 

Counting is “model-free” to the extent that Fick’s Law is not considered a model. The 

permeability can be determined from simulation without knowledge of the free energy or 

diffusion profiles. However, the number of counts in a present-day simulation may be low or 

non-existent for many permeants of interest, and counting methods provide little insight into 
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the underlying reasons for permeability. Theoretical models like the ISD allow precise 

evaluations of permeability from simulations, and explicitly relate microscopic quantities 

F z , D⊥ z , D∥ z  to macroscopic observables. The preceding quantities could be used as 

input to refine compartmental models of bilayers (Section 8), develop models of 

dramatically different structures such as lipid droplets, or to understand processes like 

oxygen capture by cytochrome oxidase.

Before accessing a model, it is critical to determine whether the analysis of the model is 

valid. Section 6 considers two effects that could confound the analysis, undulations (Fig. 21) 

and periodic boundary conditions. Section 6.1 showed that PMFs evaluated without 

correction from simulations of large and small systems will be different (Figs. 22 and 23), 

and those from large systems will yield incorrect escape times (and therefore permeabilities) 

when inserted into the inhomogeneous solubility model (Table 9). This result does not imply 

that the ISD model is incorrect. Rather, it indicates that the fluctuations must be removed 

from the large system before processing with the current BA method. Otherwise, only small 

systems can be examined with confidence when calculating water permeability. The effects 

of undulations on the PMFs are different for water (the barrier in the bilayer midplane is 

thinned) and oxygen (the barriers at the phosphate planes are reduced). Dividing surfaces 

necessary for counting based methods can also become poor markers of transitions. 

Simulating at several system sizes provides an estimate of the effect of undulations and a 

strategy of analysis can be formulated. Shifting the location of the dividing surface away 

from the bilayer surface is a reasonable strategy for counting, though may lead to 

underestimates of crossing rates for certain systems. A more far reaching approach might be 

to remove the undulations before processing even for counting-based estimates. Lastly, 

effects of undulations can differ for different properties. The lateral distance travelled before 

escape, L ∥ , esc, for O2 is relatively unperturbed because it reflects dynamics in the bilayer 

center. The effect on escape time is greater because undulations reduce the barrier height at 

the bilayer/water interface, and passage over this barrier is an essential determinant of τesc.

Section 6.2.1 outlines the problem of periodic boundary condition effects on diffusion in a 

bilayer. While these are substantial for the lateral diffusion of lipids and proteins, Section 

6.2.2 shows that PBC effects on permeability are small for water and oxygen in assorted 

bilayers of L ≥ 50 Å. However, this should not be assumed to hold for larger permeants. 

Hydrodynamic effects in the bilayer can be large and testing on different sized systems 

should become standard. Furthermore, it is unwise to assume that errors will cancel and that 

trends can be trusted. Hydrodynamic parameters such as surface viscosity and interleaflet 

friction vary among bilayers. While there are satisfactory methods for estimating the effects 

of PBC for lateral diffusion of lipids and proteins in membrane simulations, analogous 

treatments for normal and lateral diffusion of small and large permeants (which are not 

confined to the headgroup region) are not presently available. Development of such methods 

will be welcomed.

The results of Section 6 indicate that the Bayesian analysis method reviewed in Section 5 is 

satisfactory for 72-lipid sized systems. Section 7.1 tested the ISD model using permeabilities 

obtained by the BA for water and oxygen, and τesc and L ∥ , esc for oxygen. The tentative 
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conclusion is that the ISD model: (1) is not obviously incorrect for water permeabilities 

(Table 10, Fig. 25), though this issue requires further analysis with longer trajectories; (2) 

successfully captures L ∥ , esc for oxygen (Fig. 26 bottom); (3) underestimates τesc for oxygen 

by approximately 20% on average (Fig. 26 top).

Section 7.2 presented a profoundly negative result: simulations with the additive FF C36 

underestimate the experimentally determined permeabilities of water by factors of 4–10 for 

most lipids (Table 11 and Fig. 27), and molecular oxygen by a factor of 5 (though the 

experimental data for this comparison is less extensive). The attribution of the error to lack 

of polarizability for water had already been anticipated in Section 2.6.2, where the transfer 

free energy of water to hexadecane was shown to be overestimated by 1 kcal/mol (thereby 

substantially reducing the partition coefficient in the bilayer). The absence of electrostatic 

structure and polarizability might explain the errors in the permeability of O2, though it is 

also possible that an improved additive model could be formulated. These results and others 

described in the review strongly motivate the further development of force fields with 

polarizability and multipoles, and constant pH methods. In the meantime, the C36 additive 

FF remains attractive for investigating numerous membrane properties, and processes in the 

membrane wherein exposure to water or charge state is not dramatically changed over the 

course of the trajectory. On a more positive note, the present simulations show a strong 

correlation of water-carbonyl hydrogen bonds (which reduce the potential of mean force for 

water) with bilayer surface area (Fig. 28). This observation lends some insight to the 

experimental observation that permeability is a strong function of bilayer surface area (Fig. 

27), as opposed to the bilayer thickness predicted by the HSD model.

The compartmental models developed in Section 8 provided further insight to the water and 

oxygen systems. The “wetting” of the hydrocarbon region between the head groups and 

midplane is an important factor in water permeability, and the barrier in the phosphate plane 

is a critical modulator of oxygen permeability. From this perspective the “fence” that head 

groups provide to water permeation as the surface area decreases is more nuanced than that 

of a rigid barrier.

Section 9 reviews the literature from 2015–2018. We hope that the background provided in 

Sections 1–8 enables readers to understand the remarkable variety of approaches and 

applications currently underway in the field, and to participate in future progress.
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Figure 1. 
Permeants (green disks) at different concentrations separated by a membrane (blue slab).
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Figure 2. 
Density distributions of groups in a POPC bilayer from simulation. The potential of mean 

force for water is shown with a dashed line, with the axis scale on the right side of the plot.
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Figure 3. 
Detail of the lipid/water interface from a simulation of a POPC bilayer with 648 lipids.38 

Brass-colored lines show the C2:C2 (lower) and phosphate (upper) planes. The colors of 

molecular groups are based on those in Figure 2 (green for the phosphate groups, purple for 

choline, blue for water, red for acyl tail oxygens, and gray for remaining lipid carbons).
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Figure 4. 
Water (blue)/hexadecane (grey) system for evaluating partition coefficients (top panel). This 

snapshot shows a single water in the alkane phase. Such a configuration is relatively 

uncommon (only 1 in approximately 200 frames contains waters in the central 8 Å slab). 

Bottom panel shows the potential of mean force for water evaluated directly from the 

trajectory. The value at z=0 (the center of the hexadecane layer) is ΔGw h, the free energy 

of transfer from water to hexadecane.
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Figure 5. 
Symmetrized potentials of mean force for water evaluated directly from the trajectories of 12 

different lipid bilayers. The horizontal line at 7 kcal/mol is the free energy of transfer of 

water to hexadecane for the CHARMM36 (C36) FF.
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Figure 6. 
D⊥ z  for water in a POPC bilayer from Bayesian model (see Section 7).
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Figure 7. 
Pressure profiles for DPPC, PSM, and SDPE. Adapted with permission from Ref. 38. 

Copyright 2015 Elsevier Ireland Ltd.
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Figure 8. 
Potentials of mean force for water (top) and ethane (bottom) from trajectories of a water/

hexadecane system with 10 ethane molecules. The PMF “ref” in the top panel is for water in 

pure water/hexadecane simulated with C36 (Fig 4). The similarity of these two water PMF 

indicates that the perturbation by the doped ethane is negligible.
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Figure 9. 
Calculated viscosities at three temperatures for hexadecane simulated with C36 and Drude 

(symbols) with a cutoff Lennard-Jones (top) and with LJ-PME (bottom).105 Experimental 

values for hexadecane (C16), pentadecane (C15) and tetradecane (C14) in lines.
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Figure 10. 
Log-log plots of the inverse of the oxygen diffusion constant in alkanes vs. alkane viscosity 

from simulation and experiment; linear fits in dotted lines.
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Figure 11. 
Mean squared displacement of oxygen diffusion constant in alkanes and water at long (top) 

and short (bottom) time.
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Figure 12. 
Integral of the off-diagonal elements of the pressure tensor (Eq. 22) for the three different 

sized boxes of water (top) and hexadecane (bottom). The long-time (or plateau) value is the 

viscosity.
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Figure 13. 
A two-bilayer system suitable for simulation. Concentrations of permeant in the central (1) 

and outer (2) compartments are c1 and c2, respectively, and the thickness of each water layer 

is L. Periodic boundaries are denoted with dashed lines.
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Figure 14. 
Snapshots at t=0 (top) and 400 ns (bottom) for a double bilayer of DLPC (each with 72 

lipids) and 2880 waters in each compartment. Lipid coloring is the same as Fig. 4. Waters 

(only oxygens are included) originally in the central compartment are blue and those in the 

outer are orange; waters that have transited between compartments are rendered with larger 

radii.

Venable et al. Page 84

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 15. 
Time series for number of waters that have entered into compartment 1 from compartment 2 

(red lines) and into compartment 2 from compartment 1 (green) for one of the four replicates 

for the double bilayer (top) and the average (middle). Number of waters exiting the primary 

cell vs. time for the single bilayer (bottom). Linear fits with the y-intercept constrained to 0 

(blue) are shown for the lower two panels.
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Figure 16. 
DLPC and images cells on the right and left showing waters that have permeated (large blue 

spheres); waters that have not permeated are shown as small blue spheres and lipids in the 

image cells are rendered with reduced intensity.
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Figure 17. 
Probability distribution of transit times for waters in bilayers containing 72 (top) and 648) 

(bottom) lipids, for dividing surfaces placed at the phosphate (red) and C2 (blue) planes.
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Figure 18. 
PMF for water in DOPC at 4 different temperatures.
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Figure 19. 
Bayesian analysis for oxygen diffusion in POPC at 37 °C: (a) potential of mean force FO2; 

(b) D⊥ z  and D∥ z ; (c) free volume and electron density of the lipid bilayer. Adapted with 

permission from Ref. 13. Copyright 2017 American Chemical Society.

Venable et al. Page 89

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 20. 
Sketch of a membrane of height h, with schematic trajectories (in red) illustrating the three 

different characteristic times and lengths of a permeant: entrance, escape, and crossing. 

Adapted with permission from Ref. 14. Copyright 2018 American Chemical Society.
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Figure 21. 
Sketches of small (top) and large (bottom) bilayers (green) of thickness h in water (light 

blue), with bilayer midplanes in dashed black lines, and the water/bilayer interfaces in blue 

lines. The small bilayer, representative of simulation with 72 lipids is locally and globally 

flat. The large one has undulations and is locally flat but globally curved.
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Figure 22. 
Potentials of mean force for water (calculated without removing undulations) in DPPC 

bilayers of 4 sizes.
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Figure 23. 
Potentials of mean force for water (calculated without removing undulations) from Bayesian 

analysis (solid lines) and directly from the trajectory (dotted lines) of POPC bilayers 

consisting of 72 (area per leaflet A = 27.6 nm2) and 648 (A = 213.4 nm2) lipids.

Venable et al. Page 93

Chem Rev. Author manuscript; available in PMC 2020 May 08.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 24. 
Potentials of mean force for oxygen in DOPC bilayers of 72 (blue) and 188 (red) lipids. 

Adapted with permission from Ref. 14. Copyright 2018 American Chemical Society
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Figure 25. 
Comparison of permeabilities from counting and Bayesian analysis (BA) for 12 lipid 

bilayers. The 95% confidence intervals for each method are plotted in separate panels for 

clarity.
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Figure 26. 
Comparison of escape times (top) and travelled radial distance (bottom) for 7 bilayers from 

Bayesian analysis and simulation (with 95% confidence intervals). Adapted with permission 

from Ref. 14. Copyright 2018 American Chemical Society.
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Figure 27. 
Permeability vs. surface area from simulation (colored symbols) and experiment (black 

triangles).
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Figure 28. 
Average number of hydrogen bonds to water per carbonyl oxygen for the lipids shown in 

Figure 27.
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Figure 29. 
Potentials of mean force (top) and diffusion profiles (bottom) normal to the interface for 

water in POPC and a water/hexadecane slab.
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Figure 30. 
The potentials of mean force FO2 (top) and diffusion constant normal to surface D⊥ z  for O2 

in water/hexadecane slab and a POPC bilayer. Adapted with permission from Ref. 13. 

Copyright 2017 American Chemical Society.
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Figure 31. 
Compartmental models for permeability of O2 illustrating the transformation of a water/

hexadecane slab (M1) to a POPC bilayer (M5). The different compartments are labeled with 

circled numbers and green text, and their properties are specified in Table 13. Water regions 

in the range z > 25 Å are not included in the estimate of permeability and are shown in blue 

background.
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Table 1.

Name, abbreviations, and chain structure of lipids noted in this review.

lipid name abbreviation sn1 sn2

1,2-dilauroyl-sn-glycero-3-phosphocholine
a DLPC 12:0 12:0

1,2-dilauroyl-sn-glycero-3-phosphoethanolamine DLPE 12:0 12:0

1,2-dimyristoyl-sn-glycero-3-phosphocholine DMPC 14:0 14:0

1,2-dipalmitoyl-sn-glycero-3-phosphocholine DPPC 16:0 16:0

1,2-distearyl-sn-glycero-3-phosphocholine DSPC 18:0 18:0

N-palmitoyl sphingomyelin PSM SM 16:0

 

1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine POPC 16:0 18:1

1-stearoyl-2-oleoyl-sn-glycero-3-phosphocholine SOPC 18:0 18:1

1,2-dioleoyl-sn-glycero-3-phosphocholine DOPC 18:1 18:1

1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine POPE 16:0 18:1

1,2-dioleoyl-sn-glycero-3-phosphoethanolamine DOPE 18:1 18:1

 

1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoglycerol POPG 16:0 18:1

1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoserine POPS 16:0 18:1

1,2-dioleoyl-sn-glycero-3-phosphoserine DOPS 18:1 18:1

 

1-palmitoyl-2-docosahexaenoyl-sn-glycero-3-phosphocholine PDPC 16:0 22:6

1-palmitoyl-2-docosahexaenoyl-sn-glycero-3-phosphoethanolamine PDPE 16:0 22:6

1-stearoyl-2-docosahexaenoyl-sn-glycero-3-phosphoethanolamine SDPE 18:0 22:6

a
sn-glycero-3-phosphocholine is also commonly written as phosphatidylcholine, and likewise for the other headgroups.
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Table 2.

Permeabilities of water from Eq. (1) through hydrocarbon slabs of different thicknesses h, and diffusion 

constants D; T= 25 °C.

h (Å) D (10−5 cm2/s) ΔGw m kcal/mol P (cm/s)

50 1.10 6.0 0.0009

50 4.16 6.0 0.0034

30 1.10 6.0 0.0015

30 4.16 6.0 0.0056

 

50 1.10 5.5 0.0021

50 4.16 5.5 0.0078

30 1.10 5.5 0.0034

30 4.16 5.5 0.0130
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Table 3.

Transfer free energy of permeants from water to hexadecane, ΔGw h(kcal/mol), at 25 °C from simulation44 

and experiment.39

permeant C36 Drude
Expt

a

water
b  7.0 ± 0.1  5.8 ± 0.1  5.98

ethane
c −2.9 ± 0.1 −2.8 ± 0.1 −2.50

a
Calculated from partition coefficient PH as ΔGw h = − 1.3642logPH

b
2159 water and 126 hexadecane (see Fig. 4 for C36).

c
10 ethane, 2159 water and 126 hexadecane.
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Table 4.

Diffusion constants (×10−5 cm2/s) of O2 in alkanes and water from simulations in box length L and total 

length trun. DPBC is calculated directly, and D∞ with Yeh-Hummer correction127 for periodic boundary 

conditions. Viscosities η from simulation; experimental viscosities for pure alkanes99 and water128 in 

parentheses.

octane dodecane hexadecane water

L (Å) 29.7 59.2 101 30.2 60.4 107 28.3 55.7 103 25.1 54.3 109

# O2 3 24 118 3 24 111 3 24 140 3 24 192

trun(ns) 300 100 100 200 200 200 500 300 200 300 100 100

η (cP)
a 0.386 (0.5151) 1.06 (1.378) 2.09 (3.095) 0.334 (0.8904)

DPBC 8.09 8.70 8.55 4.80 5.11 5.10 3.22 3.55 3.59 4.84 5.39 5.54

se(%)
b 1.8 1.7 1.3 1.2 0.3 0.3 0.4 0.5 0.4 2.0 1.3 1.3

D∞ 8.61 8.97 8.71 4.99 5.21 5.15 3.32 3.60 3.62 5.60 5.74 5.71

a
Average from all three sizes, except for hexadecane where the smallest was excluded; note that O2 is included in simulation system.

b
From standard deviations over five time blocks.
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Table 5.

Selected characteristic times (τ ) and lengths L∥  for O2 in POPC 37 °C from Bayesian analysis.14

Property enter escape cross

τ ns 0.5 22.7 23.2

L∥ Å 14.6 145 147
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Table 6.

Specifications for small and large systems: temperature T (°C), trajectory length Trun (ns), number lipids NL, 

number of waters Nw, and area/leaflet A (nm2).

Small Large

lipid T Trun NL Nw A Trun NL Nw A

DLPC 30 400 72 2880 22.9 200 648 25920 206.6

DMPC 30 400 72 1848 22.3 100 648 16635 199.2

DOPC 25 400 80 3040 27.6 400 648 24624 223.1

DOPE 25 400 72 2304 22.4 350 648 20736 202.0

DPPC 50 400 72 2189 22.7 300 648 19701 204.1

POPC 30 400 72 2242 23.8 200 648 20178 213.4

POPE 37 400 80 2561 23.5 100 720 20744 211.2

 

POPG 30 400 72 3240 24.4 200 648 29160 218.6

PSM 48 400 72 2092 20.0 200 648 18828 178.6

SDPE 30 400 72 2880 23.0 100 648 25920 201.1

PDPC 30 400 72 2592 25.6 100 648 23328 229.3

PDPE 30 400 72 2880 23.3 100 648 25920 208.3
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Table 7.

Number of number of transits # and permeability P (cm/s ×10−3) for large and small systems specified in 

Table 6.

Small Large

lipid # 95% CI P se # 95% CI
a P se

DLPC 23 15–35 3.6 0.8 105 86–127 3.8 0.4

DMPC 11 5–20 1.8 0.6 28 19–40 2.1 0.4

DOPC 16 9–26 2.2 0.6 79 63–98 1.3 0.1

DOPE 8 3–16 1.3 0.5 45 33–60 0.9 0.1

DPPC 49 36–65 8.2 1.2 245 215–278 6.1 0.4

POPC 9 4–17 1.4 0.5 35 24–49 1.2 0.2

POPE 9 4–17 1.4 0.5 21 13–32 1.5 0.3

POPG 6 2–13 0.9 0.4 53 40–69 1.8 0.3

PSM 16 9–26 3.0 0.8 74 58–93 3.1 0.4

SDPE 19 11–30 3.1 0.8 49 36–65 3.6 0.5

PDPC 28 19–40 4.1 0.8 75 59–94 4.9 0.6

PDPE 28 19–40 4.5 0.9 41 29–56 2.9 0.5

a
95% confidence intervals CI and standard errors se calculated as described in text.
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Table 8.

Escape times τesc and lengths L ∥ , esc for O2 in DOPC bilayers of two different sizes L evaluated directly from 

the trajectory and from Bayesian analysis (BA) for 2 different cutoffs zcut. Adapted with permission Ref. 14. 

Copyright 2018 American Chemical Society.

Trajectory BA

Property zcut(Å) L=5 nm L=10 nm L=5 nm L=10 nm

τesc(ns) 25 40 ± 10 35 ± 9
31.7

a 24.2

35 45 ± 11 42 ± 10 34.9 27.2

L ∥ , esc(Å) 25 146 ± 57 106 ± 36 146 120

35 157 ± 60 146 ± 65 153 127

a
statistical errors for BA approximately 3%
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Table 9.

Permeability (×10−3 cm/s) of water obtained from simulations for 12 different bilayers by counting (a 

weighted average and se of the small and large systems) and from the inhomogeneous diffusion equation 

(ISD) including 95% CI.

Counting ISD

lipid P 2 × se P 95% CI

DLPC 3.7 0.7 2.5 1.1 – 4.2

DMPC 2.0 0.7 1.7 0.6 – 4.0

DOPC 1.5 0.4 1.6 0.4 – 4.0

DOPE 1.0 0.4 1.7 0.8 – 3.5

DPPC 6.7 0.8 7.4 2.7 – 16.5

POPC 1.3 0.4 2.1 0.4 – 5.8

POPE 1.5 0.6 2.1 0.6 – 3.4

POPG 1.6 0.5 1.0 0.1 – 3.4

PSM 3.1 0.7 2.7 0.17 – 6.9

SDPE 3.4 0.9 3.4 0.8 – 7.0

PDPC 4.6 0.9 4.2 0.4 – 5.8

PDPE 3.6 0.8 3.3 1.0 – 6.5
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Table 10.

Specifications for systems with O2: total trajectory length Trun (ns), number of waters Nw, area/leaflet A 

(10−13 cm2), average number of O2 in water N, concentration of O2 in water cw 1018 cm−3 , crossing rate r 

(1020 cm−2s−1), number of crossings with 95% confidence interval, and permeabilities (cm/s) from Transition-

Based counting P (count) with 95% CI, and Bayesian Analysis P (BA)13; the standard error in the BA results 

is 3%.

System Trun Nw A N cw counts r P (count) P (BA)

POPC 612 2242 2.31 0.452 10.9 52 (39–68) 3.68 17 (13–22) 26

MITO 329 2890 2.75 0.583 10.8 44 (32–59) 4.87 23 (16–30) 36
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Table 11.

Comparison of permeability (×10−3 cm/s) of water from simulation (Counting) and available experimental 

values.11 Temperatures for the simulated systems are listed in Table 7; the experimental results are presented 

with standard errors; P for DPPC222 was determined at 50 °C (the same temperature of the simulation) and the 

others11 are at 30 °C (at or close to the simulations).

Counting Expt

lipid P 2 × se

DLPC 3.7 0.7 10.4 ± 0.5

DMPC 2.0 0.7 8.3 ± 0.76

DOPC 1.5 0.4 15.8 ± 0.58

DPPC 6.7 0.8 27 ± 4

POPC 1.3 0.4 13.0 ± 0.44
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Table 12.

Water permeabilities (×10−3 cm/s) from 1 and 3-compartment models using values of F kBT , D (×10−5 

cm2/s), and h (Å) obtained from simulations of a water/hexadecane slab and a POPC bilayer. P(sim) for water/

hexadecane is from the Bayesian analysis, and P(sim) for the bilayer is from counting.

Model F1 F2 D1 D2 h1 h2 P sim expt

water/hexadecane 11.5 - 2.5 - 10.0 - 2.5 2.6 -

M1. POPC (h1 = dCC) 11.3 - 1.5 - 27.5 - 0.7 1.3 -

M2. POPC (reduce h1) 11.3 - 2.5 - 11.5 - 2.7 1.3 -

M3. POPC (add compartment) 11.3 8.3 2.5 0.4 11.5 16.0 1.4 1.3 -

M4. POPC (reduce F) 9.6 5.0 2.5 0.4 11.5 16.0 12.8 - 13.0
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Table 13.

Potentials of mean force Fi (in kBT), diffusion constants Di (10−5 cm2/s), and slab widths hi 10−8cm  for 

compartmental models for O2 sketched in Fig. 31, and permeabilities P (cm/s) from Eq. (43).

Model F1 F2 F3 D1 D2 D3 h1 h2 h3 P

M1. water/hexadecane −3.0 −3.3 0 4.6 4.6 6.0 20 5 10 276

M2. barrier at interface −3.0 1.0 0 4.6 4.6 6.0 20 5 10 106

M3. increase thickness −3.0 −3.0 1.0 4.6 4.6 6.0 5 12.5 10 107

M4. reduce D at interface −3.0 −3.0 1.0 4.6 4.6 1.5 5 12.5 10 27

M5. POPC model −3.0 −2.0 1.0 1.5 3.0 1.5 5 12.5 10 25
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Table 14.

Simulations of permeability of lipid bilayers from 2015–2018,
a
 with citation, brief description, lipids in 

system, primary method, and last author.

Yr Ref Subject Lipid
b

Method
d Last author

      

2015 270 Nanoparticle induced water and ion leakage DPPC (CG) PMF Murad

276 Translocation of amphiphilic copolymers DPPC-like (CG) PMF, FPT Sommer

258 Position and orientation of amitriptyline and clozapine Assorted PC PMF Biggin

315 Insertion of imidazolium-based cations POPE, POPG ISDE Klahn

265 water permeation by collapse of cavitation bubbles POPC (AA and CG) density Chipot

275 Serine-based surfactants as permeation enhancers DPPC density Veiga

294 Menthol effects on the stratum corneum
SC

c
 (CG)

density Qiao

293 Effect of length of CER on water partition SC (AA and CG) density Berka

      

2016 10 Review (background, compellation of sims to 2015) Rowley

242 Review (sampling errors in PMF) Pomes

178 Review (methods for ISDE) Gumbart

240 Review (alternatives to ISDE) Shinoda

241 Review (drug partitioning) Trouillas

29 Method development: first passage times, milestoning Single particles ISDE+FPT Amaro

152 Subdiffusion of methanol POPC FSE Chipot

247 Line tension and permeation CG DPPC CT Kindt

199 GLE for diffusion constant of O2 and H2O DPPC ISDE+GLE Rowley

255 Bias exchange metadynamics to explore Caco-2 assay POPC J Lattanzi

280 Aromatic peptides; expt and sim DOPC ISDE Jas

299 Assorted permeants through stratum corneum SC ISDE Rai

259 Naratriptan forms pore-like structures POPC density Pickholz

314 Small molecules though E coli outer membrane LPS,PG/PE,PG,CL PMF, D(z) Khalid

271 PEGylated gold nanoparticle DPPC (CG) density Murad

296 Transdermal delivery of borneol SC (CG) density Qiao

272 Gold nanoparticles through skin SC (CG) ISDE Rai

300 Effects of ceramide chain lengths CER12–24 ISDE Rai

249 Monovalent ions (need collective variables) POPC 2D-US Wei

165 Trimethoprim with transition-tempered metadynamics POPC ISDE Voth

246 Accelerating PMFs (including system size) POPC US Hub

284 Bisphenol A permeation and pore formation DPPC US Wang

282 Aliphatic amine and carboxylic acid drugs DPPC ISDE Sezer
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Yr Ref Subject Lipid
b

Method
d Last author

      

2017 269 Review (focus on nanoparticles) Murad

158 Short chain alcohols POPC FSE Chipot

13 Bayesian method to obtain diffusion tensor of O2 POPC, mitochondrial ISDE Hummer

31 Multiscale modeling of ring systems POPC ISDE Duca

228 Cholesterol effect on O2 POPC + chol CT Pias

230 Comparison with EPR measurements of O2 POPC + chol CT Pias

302 Cholesterol effect on reactive oxygen (H2O2 + others) DOPC + chol US Bogaerts

266 Electric fields on permeation of reactive oxygen DOPC US Bogaerts

301 In-silico skin model; fentanyl, caffeine, napthol SC (UA) multiscale Rai

278 Fullerene C60 though skin SC (CG) ISDE Rai

273 Effect of size and charge of gold nanoparticles SC (CG) ISDE Rai

274 Proteins with gold nanoparticles SC (CG) US Rai

137 Na+ and Cl- with E field POPC NC(2 layer) Matthai

283 Piracetam DOPC US Fernandes

245 Flooding method for accelerating PMF estimates DMPC PMF Ramos

319 Calibrating PMF using experimental permeability assay DOPC ISDE Carpenter

254 Salt dependence of water flux from vesicles PA+C16-trilysine (CG) CT Shi

264 Sampling stratum corneum using steered MD SC ISDE Pedretti

320 Effect of hydrophobicity of nanoparticles DPPC (CG) CT, PMF Sommer

316 Mercury complexes though bacterial membrane POPE+POPG ISDE Parks

261 High-throughput screening water/octanol (CG) PMF Bereau

295 Menthol effects on the stratum corneum SC (UA) density Ming

257 Effect of protonation state/polarizable models POPC PMF Ma

317 Extraction of fatty acyls from microbial hosts Yeast + dodecane layer Crowley

      

2018 298 lateral domains in stratum corneum hinder diffusion SC ISDE Notman

311 Effect of charged state of d-sotalol POPC, POPS ISDE Vorobyov

303 Cholesterol effects in O2 transport in eye lens POPC+chol density, D Pasenkiewicz-Gierula

244 Methods for free energy profiles DOPC PMF Maibaum

277 Nanoparticles for enhanced permeation SC (CG) PMF Rai

313 Water through multicomponent gel-phase bilayers DSPC + alcohols (UA) ISDE McCabe

262 Biomimetic models, expt vs COSMOmic DMPC, HePC Density Alfonso

267 Electroporation of stratum corneum SC (UA) Density Rai

285 Ethanol, acetone, DMSO effects on PSM H-bonding PSM PMF Kashyap

166 Multidimensional PMF for trimethoprim POPC 2D PMF Voth

14 Lateral diffusion of O2; test of diffusion equation POPC and 6 others ISDE Ghysels
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Yr Ref Subject Lipid
b

Method
d Last author

253 Effect of unsaturation and temperature on O2 DPPC, POPC, DOPC ISDE Ghysels

164 Protonation state of a lysine analog in membrane POPC PMF Tarek

82 Permeability for TIP3P and related water models POPC ISDE Rowley

248 Water and ions at phase boundaries DPPC, PE, POPC, chol PMF Cordeiro

305 Effects of lipid composition on 13 permeants DOPC, DOPC:DOPE ISDE Orsi

318 Extraction of terpenoids from microbial hosts Yeast + dodecane layer ISDE Crowley

304 Effect of potassium channel on O2 POPC+chol + K+ chan CT Pias

a
2015 entries do not include those cited in Reference 10; 2018 entries only include those published at time of submission.

b
Systems are all-atom otherwise noted; CG is coarse-grained; UA is united atom.

c
SC denotes models of the stratum corneum.

d
This column specifies the primary method utilized. Inhomogeneous solubility-diffusion equation for P (ISDE); fractional Smoluchowski equation 

for P (FSE); counting for P (CT); calculating flux (J) for P; umbrella sampling for PMF (US); first passage times (FPT); generalized Langevin 
equation for D (GLE); estimate of position dependent diffusion constant, but not used directly in inhomogeneous diffusion equation (D(z)); 
partition coefficient (K)
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