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Abstract

The need to calibrate to correct for sensor-to-sensor fabrication variation and sensor drift has 

proven a significant hurdle in the widespread use of biosensors. To maintain clinically relevant 

(±20% for this application) accuracy, for example, commercial continuous glucose monitors 

require recalibration several times a day, decreasing convenience and increasing the chance of user 

errors. Here, however, we demonstrate a “dual-frequency” approach for achieving the calibration-

free operation of electrochemical biosensors that generate an output by using square-wave 

voltammetry to monitor binding-induced changes in electron transfer kinetics. Specifically, we use 

the square-wave frequency dependence of their response to produce a ratiometric signal, the ratio 

of peak currents collected at responsive and non- (or low) responsive square-wave frequencies, 

which is largely insensitive to drift and sensor-to-sensor fabrication variations. Using 

electrochemical aptamer-based (E-AB) biosensors as our test bed, we demonstrate the accurate 

and precise operation of sensors against multiple drugs, achieving accuracy in the measurement of 

their targets of within better than 20% across dynamic ranges of up to 2 orders of magnitude 

without the need to calibrate each individual sensor.
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INTRODUCTION

The need to calibrate has proven one of several significant hurdles limiting the clinical use 

of biosensors. Consider, for example, the ex vivo “home glucose meter,” which is typically 

calibrated either “on-strip,” in which each test run is calibrated against the response 

generated by a standard sample present in the capillary sample chamber,1 or at the factory 

prior to shipment.2 Following calibration, these sensors do achieve clinically relevant 

accuracy (±20%) across a 30-fold concentration range covering the 4−9 mM span of 

physiological glucose concentrations,3–6 but only at the expense of increased sensor 

complexity and cost. The situation is still worse for continuous, in vivo glucose monitoring; 

in-factory calibration has proven insuffcient to ensure their clinical accuracy due to the drift 

invariably seen in vivo,7 and reagent-using on-device autocalibration is impractical for a 

sensor operating in situ within the body over many days. Continuous glucose monitors are 

thus instead calibrated several times a day against finger prick blood samples measured 

using factory calibrated ex vivo devices,8 decreasing convenience and leading to relatively 

low adoption rates despite their clear clinical value.7,9 The need for calibration likewise 

introduces opportunities for error, leading in turn to inappropriate clinical action.10 Driven 

by the relative ease of collecting finger-prick samples, for example, the calibration of 

continuous glucose monitors is performed using whole blood, which does not always 

accurately reflect the interstitial glucose concentration that the sensor is actually monitoring.
11

Motivated by a desire to increase the adaptation of biosensors to clinical practice, we present 

here a means of achieving calibration-free operation for a broad class of electrochemical 

biosensors employing an increasingly widely used signaling mechanism: binding-induced 

changes in electron transfer kinetics. As our test bed, we have employed electrochemical 

aptamer-based (E-AB) sensors (Figure 1), a sensing platform that we,12–15 and others,16–18 

have developed to support the measurement of a wide range of molecular targets. E-AB 

sensors are comprised of a redox-reporter-modified DNA or RNA “probe” that is covalently 

attached to a self-assembled monolayer deposited on an interrogating electrode (Figure 1A).
19 The binding of target to this probe alters the kinetics with which electrons exchange to/

from the redox reporter via either binding-induced conformational changes or due to the 

steric bulk of the target,20 producing an easily measurable change in current when the sensor 

is interrogated, for example, using square wave voltammetry (Figure 1B). Among their 
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potentially important attributes, EAB sensors are rapid, specific and selective enough to be 

deployed directly in complex clinical samples and even in situ within the living body.21,22 

As is nearly universally true for the electrochemical biosensors reported to date, however, E-

AB sensors require calibration in order to achieve acceptable accuracy in the face of sensor-

to-sensor fabrication variation. Here, however, we describe a “dual-frequency” calibration-

free method of operating E-AB sensors that renders their output “ratiometric”; i.e., a unit-

less value that is largely independent of sensor-to-sensor fabrication variation and sensor 

degradation, thus obviating the need to calibrate each individual sensor. We postulate this 

will significantly improve the ease of use of both E-AB sensors and other sensors that, like 

E-AB sensors, rely on binding-induced changes in electron transfer kinetics to generate their 

output signal.

RESULTS

Provided the aptamer binds a single molecule of its target the relationship between target 

concentration and the voltammetric peak current, i, output by an E-AB sensor is given by23

[T] = KD
i − imin
imax − i (1)

where KD is the aptamer’s dissociation constant, and imin and imax are the peak currents that 

would be seen in the absence of target and in the presence of saturating target, respectively. 

The former parameter, KD, is a constant for all sensors employing a given aptamer under a 

given set of measurement conditions (Figure 1C) and is only very weakly dependent on 

packing density.24 The ratio of imax to imin, denoted here as γ, is likewise constant (Figure 

1C), and thus eq 1 simplifies to

[T] = KD
i − imin
γimin − i (2)

From this, we see that target concentration is related to four parameters, one of which, i, is 

the sensor output in the sample, and two more of which, γ and KD, are constants only 

needing to be determined once during the original design and validation of a given type of 

sensors, rather than for each individual sensor. In contrast, the fourth parameter, imin, varies 

dramatically from one individual sensor to the next due to significant variation in the 

microscopic surface area of the sensing electrode and (to a much lesser extent) the density 

with which the reporter-modified aptamers are packed onto it. This variation is so great that 

we cannot derive target concentrations from measurements of peak current alone (Figure 

1C). Fortunately, however, relative E-AB signal change (e.g., i/imin) is well correlated with 

target concentration irrespective of sensor-to-sensor variation in imin (Figure S1). Thus, after 

determining imin for an individual sensor via calibration we can use the ratio i/imin to 

determine target concentrations accurately and precisely via a relationship (recast from eq 

2):

Li et al. Page 3

J Am Chem Soc. Author manuscript; available in PMC 2019 May 15.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



[T] = KD

i
imin

− 1

γ − i
imin

(3)

Applying this approach, for example, to a previously described25,26 cocaine-detecting E-AB 

sensor deployed in undiluted blood serum, we achieve concentration estimates within ±10% 

of the actual (spiked) concentration of the drug over the range from 20 to 300 μM and within 

±20% over the range from 10 to 600 μM (Figure 1D). This success not withstanding, 

however, the required calibration for each individual sensor is inconvenient, motivating us to 

develop a calibration-free approach to E-AB sensing.

To avoid the need to calibrate against a reference sample for each individual sensor, we 

exploit the strong square-wave frequency dependence of E-AB signaling, using it to generate 

a signal that is (i) proportional to imin, and (ii) constant irrespective of whether or not target 

is present. Specifically, because E-AB signaling arises due to binding-induced changes in 

electron transfer kinetics the output current of E-AB sensors is sensitive to square-wave 

frequency.27 Enough so that there is a frequency (the value of which depends on the aptamer 

and redox reporter employed27,28) at which the sensor does not respond to its target (Figure 

2A). The origins of this nonresponsive frequency, f NR, lie in the interplay between the 

electron transfer kinetics of the bound and unbound states of the aptamer. To see this, it is 

helpful to assume a two-state binding model in which electron transfer from/to the redox 

reporter is the sum of two exponential decays, one associated with the bound state and a 

second associated with the unbound state (Figure 2B). As must be true for single exponential 

decays differing in time constant the two curves cross at a single, specific point. At this 

instant, the currents produced by the bound and unbound states are equal, and thus the 

observed current is independent of the relative populations of the two states, rendering it 

independent of target concentration. Conveniently, the current in square wave voltammetry 

is sampled at a specific time after the initiation of the square-wave pulse. If this time delay, 

which is set by the square-wave frequency, matches the crossing time of the exponential 

decays, the output of the square-wave voltammogram will also prove independent of target 

concentration, thus accounting for the existence of iNR.

The current output at the nonresponsive frequency provides a means of estimating imin 

(Figure 2C). Specifically, iNR is proportional to imin with a proportionality factor, α, that is a 

constant for all sensors of a given type under a given set of measurement conditions (Figure 

2D). Thus, given knowledge of the constants α, γ, and KD we can estimate the 

concentration of the target molecule from the sensor’s output at both a responsive frequency 

and at the nonresponsive frequency via the relationship:

[T] = KD
i − αiNR
γαiNR − i = KD

i
iNR

− α

γα − i
iNR

(4)
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without the need to calibrate each individual sensor.

As our first proof-of-principle for this “dual-frequency” approach to calibration-free E-AB 

sensing, we applied it to the cocaine-detecting E-AB sensor.25,26 To do so, we first used a 

training set of individually hand-fabricated sensors to identify a responsive square-wave 

frequency, 500 Hz, and a frequency at which the sensor is not responsive to its target, 40 Hz 

(Figure 2A and Figure S3). We then challenged these sensors with increasing concentrations 

of target while interrogating them at these responsive and nonresponsive frequencies to 

generate a titration data that we globally fit to eq 4 to determine α, γ, and KD (Figures S4–7 

and Table S1). (Note that these parameters are dependent on the nature of the sample; e.g., 

serum versus whole blood, but they remain effectively constant for different batches of the 

same sample matrix; for example, testing our sensors in different batches of bovine blood 

produces effectively identical sensor parameters.) With this prior knowledge of these 

parameters in hand, we then applied eq 4 to measurements of i and iNR obtained from 

another set of sensors that were not used to define the relevant parameters and that were 

interrogated in a new (and different) batch of serum or whole blood. In undiluted blood 

serum, the estimated concentrations we obtained were accurate to within ±10% (relative to 

the concentration spiked into the sample) across a 40-fold concentration range and within 

±20% across a 100-fold range (Figure 3A, Figure S8). Estimated target concentrations in 

undiluted whole blood were accurate to within ±10% across a 15-fold concentration range 

and within ±20% across a 100-fold range (Figure 3B, Figure S8). These results compare 

quite favorably to the accuracy observed for (calibrated) commercial glucose sensors, which 

can measure across a 30-fold concentration range (1 to 30 mM) with relative error of ±20%.6

Our approach to performing calibration-free E-AB sensing also holds for sensors employing 

other aptamers. To show this, we first employed a sensor against the cancer 

chemotherapeutic doxorubicin,21,22 defining α, γ, and KD via the global fitting of data 

collected from a training set of individually hand-fabricated sensors (Figures S9–13 and 

Table S1). Applying these values to data collected from sensors excluded from the training 

set, we once again obtained excellent accuracy. Specifically, when making measurements in 

undiluted serum the estimated target concentrations, we obtained are accurate to within 

±10% of the spiked concentrations across an approximate 3-fold concentration range and 

within ±20% across a 20-fold range (Figure 3C, Figure S14), with these ranges expanding to 

a 6-fold and a 25-fold concentration spans (Figure 3D, Figure S14), respectively, when the 

sensors were deployed in undiluted whole blood.

Both of the examples we explored above are sensors that exhibit nonresponsive frequencies. 

That is, sensors employing aptamers that bind in a two-state manner (unbound and singly 

bound), and for which there exists a square-wave frequency at which the peak currents of 

these two states are identical (the exponential decay curves cross, Figure 2B), thus rendering 

the output current a constant irrespective of the target concentration. If, in contrast, some 

third state (e.g., a state in which more than one copy of the target molecule is bound to each 

aptamer) was significantly populated, it would unlikely be the case that all the three 

exponential current decays would cross at a single point (Figure S15A), reducing the 

likelihood of there being a nonresponsive frequency at which the sensor output is 

independent of target concentration (Figure S15B). Even for such “multi-phase” binding, 
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however, we can still achieve accurate, calibration-free operation. To demonstrate this, we 

employed an aminoglycoside-detecting E-AB sensor29 that, presumably due to the presence 

of an additional binding event at high target concentrations (Figures 4A, Figure S16), does 

not exhibit a nonresponsive frequency (Figure S15). To perform the calibration-free 

operation of this sensor, we replaced the nonresponsive frequency with a “low-response” 

frequency (here 250 Hz). Again we find that, though the absolute currents obtained from 

such sensors vary dramatically from sensor to sensor (Figure 4A), the ratio of the currents 

seen at a high-responsive frequency (here 750 Hz) and this low-response frequency is quite 

reproducible and maintains a binding isotherm (Figure 4B). Using this ratio as sensor output, 

we can derive target concentration without the need for the calibration of each individual 

sensor via the relationship:

[T] = KD
i − αiLR
γαiLR − i = KD

i
iLR

− α

γα − i
iLR

(5)

Here, α is given by imin/iLR
o , instead of imin/iNR for previous two examples, where imin and 

iLR
o  are the currents seen at the high-responsive and low-response frequency in the absence 

of target, respectively. The constant γ is, likewise, the ratio of the maximum value of the 

i/iLR output (i.e., at saturating target) to its minimum value imin/iLR
o  (Figure 4B), and KD is 

the midpoint of the i/iLR versus target concentration curve. As is true for previous two 

examples, these three parameters for all sensors of a given type, here for kanamycin-

detecting sensors, are constant and can be determined during the design process. Using α, γ, 

and KD defined via global fitting to data collected from a training set of individually hand-

fabricated sensors (Figures S17–S18 and Table S1) and then applied to an out-of-training set 

collection of sensors we achieved accuracy within ±10% of the spiked kanamycin 

concentration across a 25-fold concentration range and within ±20% across a 100-fold 

concentration range (Figure 4C).

To further test the scope of dual-frequency calibration-free EAB sensing, we also challenged 

both cocaine- and doxorubicin-detecting sensors in flowing whole blood. Under these very 

demanding conditions, the absolute currents generated by cocaine-detecting sensors vary 

significantly, not only from one sensor to the next but also for a single sensor over the course 

of a few hours (Figure 5A). After correction using eq 4, however, we obtained accurate 

estimates of the applied cocaine concentration and good return to baseline (Figure 5B). 

Similar results likewise hold for doxorubicin-detecting sensors in flowing whole blood, with 

dual-frequency measurements once again producing good accuracy over several hours 

(Figure 5C,D). Of course, the need to collect two voltammograms per data point reduces the 

time resolution of our dual-frequency approach relative to that of (calibration-requiring) 

single-scan approaches, it nevertheless remains just seconds. Here, for example, we 

complete the necessary scan pairs in just 10.6 s, representing time resolution more than 

sufficient here for the real-time monitoring of small molecule drugs in bloodstream.
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DISCUSSION

Here we have demonstrated a dual-frequency approach to achieving calibration-free 

operation of E-AB sensors. Using it, we produce target concentration estimates for three 

drugs within ±20% of the spiked target concentration across concentration ranges of 20- to 

100-fold. We have also used this approach to perform the continuous measurements of two 

drugs in flowing, undiluted whole blood over the course of many hours, again achieving 

good accuracy and precision despite the significant drift seen in absolute sensor current 

under these more challenging conditions. Together, these results compare favorably with the 

performance of commercial glucose sensors, which are typically accurate to of order ±20% 

across a 30-fold concentration range.6 Moreover, unlike the case for commercial glucose 

sensors, we achieve this level of performance without the use of calibration, suggesting that 

our approach may prove to be particular user-friendly. Indeed, dual-frequency calibration-

free operation may even enable accurate measurements under conditions in which 

calibration is difficult to perform, such as for sensors employed directly in situ in the living 

body.

Given the nature of our dual-frequency calibration-free approach, we postulate it should be 

adaptable to nearly any electrochemical system that undergoes a change in its electron 

transfer kinetics in response to a target binding. Examples include sensors based on binding-

induced changes linked to changes in the diffusion of solution-phase redox-reporter (Figure 

6A);30,31 on binding-induced displacement of ligands on the reporter32,33 or binding-

induced changes in redox-reporter’s reorganizational energy (Figure 6B);34–36 on bind-ing-

induced changes in the coupling constant that defines how rapidly electrons can transfer 

between the electrode and the reporter (Figure 6C);37–39 or on sterically induced changes in 

the efficiency with which a scaffold-attached redox reporter approaches an underlying 

electrode surface (Figure 6D).40,41 Given these arguments, we postulate that calibration-free 

approach described here will benefit a wide variety of electrochemical sensor architectures 

and may significantly improve the clinical utility of many biosensors.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Electrochemical aptamer-based (E-AB) biosensors. (A) E-AB sensors are comprised of an 

electrode-bound, redox reporter-modified aptamer that undergoes a binding-induced 

conformational change. (B) This conformational change upon target binding alters the 

kinetics with which the reporter (here methylene blue, MB) exchanges electrons with the 

electrode, producing a target-dependent change in current when the sensor is interrogated 

via electrochemical methods, such as square wave voltammetry, that are sensitive to changes 

in electron transfer kinetics. (C) Because of variations in electrode surface area and aptamer 

packing density, the absolute currents output by E-AB sensors vary dramatically from sensor 

to sensor. Shown, for example, are titrations of three independently hand-fabricated cocaine-

detecting sensors interrogated in undiluted blood serum. Though both the maximum and 

minimum observed currents observed (imax and imin) vary significantly from sensor to 

sensor, however, their ratio (denoted as γ) remains constant, as does aptamer affinity, KD. 

(D) To correct for such sensor-to-sensor variation we have historically used calibration (to 

determine imin) in a target-free reference sample, which works because the relative output of 

E-AB sensors (i/imin) is quite reproducible (Figure S1). Using such calibration (and prior 

knowledge of the constants γ and KD), E-AB sensors achieve excellent accuracy and 

precision over a broad range of target concentrations. The three cocaine-detecting sensors 

from panel C, for example, produce concentration estimates (eq 3) within ±10% of the 

actual (spiked) concentration over the range from 20 to 300 μM (dark blue) and within 

±20% over the range from 10 to 600 μM (light blue). The dashed lines represent ±20% 

accuracy bands. The binding-versus relative occupancy curve becomes quite flat at very high 

or very low target concentrations (panel C), thus accounting for the poor accuracy and 

precision seen at target concentrations below 10 μM and above 1 mM. The error bars shown 

in panel D and in the following figures represent the standard deviation of at least three 

independently hand-fabricated sensors. Additional data for individual sensors (illustrating, 

for example, the good precision of calibrated sensors) is presented in Figure S2.
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Figure 2. 
Calibration-free means of estimating imin using a nonresponsive square-wave frequency. (A) 

E-AB signaling arises due to a binding-induced change in electron transfer kinetics, and thus 

the relative change in peak current observed upon the addition of saturating target is strongly 

dependent on the square-wave frequency used to interrogate the sensor. Enough so that there 

is a specific frequency (40 Hz for the cocaine-detecting sensor shown here) at which sensors 

of a given type do not respond to target. (B) The origins of this nonresponsive frequency are 

as follows. When subject to a potential pulse, E-AB sensors produce an exponentially 

decaying current, the lifetime of which depends on whether or not the aptamer is bound to 

its target. At the instant the “bound” and “unbound” current decay curves cross (t = 1/f NR) 

the currents produced by the two states are the same irrespective of which state (or mixture 

of states) the aptamer is populating. (C) Square wave voltammetry can be used to sample the 

current at this specific time by setting its frequency to f NR (for the cocaine-detecting 

sensors shown here, 40 Hz; black curve), at which the sensor’s output, iNR, is constant 

irrespective of target concentration. In contrast, at a responsive frequency, f R (here 500 Hz; 

red trace), the output is strongly dependent on the binding state of the aptamer. (D) The 

proportionality constant, α, which relates imin to iNR, is quite reproducible from sensor to 

sensor for a given type of sensor, as shown here for the same three cocaine-detecting sensors 

employed in Figure 1.
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Figure 3. 
Accurate, calibration-free measurement for cocaine and doxorubicin. The use of iNR to 

normalize E-AB sensor outputs (eq 4) produces excellent accuracy and precision. (A and B) 

Shown are cocaine-detecting sensors interrogated in undiluted blood serum and whole 

blood, respectively. Under the former conditions, sensor-estimated concentrations are 

accurate to within ±10% (i.e., the estimated concentration is within 10% of the spiked 

concentration) over the concentration range 20 to 800 μM (dark blue) and ±20% over the 

range 8 to 800 μM (light blue). Under the latter conditions, we observe likewise excellent 

accuracy, achieving accuracy within ±10% over the range 60 μM to 1 mM (dark blue) and 

±20% over the range 20 μM to 2 mM (light blue). The dashed lines in all four panels 

represent ±20% error bands. (C and D) Shown are doxorubicin-detecting sensors 

interrogated in undiluted blood serum and whole blood, respectively. Under the former 

conditions, we achieved excellent accuracy within ±10% over the range 2.5 to 6 μM (dark 

blue) and 20% over the range 2 to 40 μM (light blue). Under the latter conditions, once 

again, these sensors produced excellent accuracy, achieving accuracy within ±10% over the 

range 10 to 60 μM (dark blue) and within ±20% over the range 4 to 100 μM (light blue). 

Additional data for individual sensors (illustrating, for example, the good precision of these 

sensors) are presented in Figures S8 and S14.
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Figure 4. 
Accurate, calibration-free kanamycin measurements. Dual-frequency calibration-free 

operation can be achieved even for sensors that lack a nonresponsive frequency. (A) The 

kanamycin-detecting EAB sensor, for example, does not exhibit a frequency at which its 

output is independent of target concentration (Figure S15), likely because the binding of its 

aptamer is not two-state (e.g., the sensor output trends downward at high kanamycin 

concentrations, presumably reflecting a second binding event). The sensor’s output at a low-

response frequency (250 Hz; open circles) nevertheless parallels its output at a more 

responsive frequency (750 Hz; solid circles). (B) That is, despite the modest target-

concentration-dependence of the output current, iLR, observed at the low-response frequency 

the ratio i/iLR is both indicative of target concentration and largely independent of sensor-to-

sensor variation. (C) Exploiting this (eq 5) we obtain calibration-free estimates of 

kanamycin concentration in buffer that are accurate to within ±10% over the range 40 μM to 

1 mM (dark blue) and within ±20% over the range 30 μM to 3 mM (light blue). Additional 
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data for individual sensors (illustrating, for example, the good precision of these sensors) are 

presented in Figure S19.
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Figure 5. 
Continuous, calibration-free measurement of cocaine and doxorubicin in flowing whole 

blood. (A) When challenged in vitro in flowing, undiluted whole blood the absolute peak 

currents of cocaine-detecting E-AB sensors vary significantly from sensor to sensor and 

even for a single sensor over several hours (compare the zero-target baselines of individual 

sensors at 1 and 6 h). (B) Dual-frequency calibration-free sensing nevertheless produces 

reasonably accurate concentration estimations of cocaine (spiked concentrations shown as a 

gray dashed line) even under these demanding conditions. (C) Doxorubicin-detecting 

sensors exhibit similar variability when placed in flowing whole blood. (D) Dual-frequency 

calibration-free measurements, however, once again suppress this variability, producing 

concentration estimates in close agreement with the spiked concentration (gray dashed line).
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Figure 6. 
Examples of electrochemical biosensors that are thought to signal via binding-induced 

changes in electron transfer kinetics. These include sensors based on binding-induced 

changes in (A) a redox reporter’s ability to diffuse to the electrode surface; (B) redox-

reporter reorganization energy, which in turn alters electron transfer kinetics; (C) through-

DNA charge transfer; and (D) sterically induced changes in the efficiency with which a 

“scaffold mounted” redox reporter approaches the electrode surface.
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